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Abstract—Deep Learning workloads on modern multi-GPU nodes are highly dependent on intra-node interconnects, such as NVLink and PCIe, for high-performance communication. In this paper, we take on the challenge to design an interconnect-aware multi-path GPU-to-GPU communication using UCX to utilise all available bandwidth for both NVLink-based systems and those that use a mixture of NVLink and PCIe. Our proposed multi-path data transfer mechanism pipelines and stripes the message across multiple intra-socket communication channels and memory regions to achieve 1.84x higher bandwidth for Open MPI on NVLink-based systems and 1.23x on NVLink and PCIe systems. We then utilise this mechanism to propose a three-stage hierarchical, pipelined MPI_Allreduce design as well as a flat pipelined two-stage algorithm for two different node topologies. For large messages, our proposed algorithms achieve a high speedup when compared to other MPI implementations. We also observe significant speedup for the proposed MPI_Allreduce with Horovod + TensorFlow with a variety of Deep Learning models.

High Performance Communication for Deep Learning has become increasingly important in recent years due to the large growth in distributed Deep Learning applications. These workloads put tremendous pressure on the communication subsystem of computing systems and their performance is significantly affected by the underlying interconnect and communication runtime. The usage of GPU accelerators in High-Performance Computing (HPC) systems are becoming ever more prevalent with multi-GPU computing nodes. These nodes are equipped with sophisticated intra-node interconnects such as Nvidia's high-speed NVLink and PCIe to provide interconnectivity for GPU communication. Majority of HPC systems use the Message Passing Interface (MPI) [1] for parallel programming. MPI supports point-to-point, partitioned point-to-point, collective, and remote memory access (RMA) communication operations. MPI collectives, in particular, MPI_Allreduce and MPI_Bcast play a crucial role in the performance of MPI applications, including Deep Learning workloads. Existing designs use a single NVLink or PCIe communication path to transfer data. In this paper, we take on the challenge to design efficient point-to-point GPU communication using all available communication paths. We then utilise our point-to-point multi-path scheme to design two different intra-node MPI_Allreduce
collectives to significantly enhance Horovod with TensorFlow Deep Learning workloads. The contributions of this paper are as follows:

- We propose a novel multi-path GPU-to-GPU data transfer mechanism that partitions large point-to-point messages across multiple available communication channels. Our approach achieves 1.84x and 1.23x higher bandwidth for Open MPI + UCX for Mist and Cedar, respectively.

- On Mist, we propose a 3-stage hierarchical, pipelined MPI_Allreduce collective that utilises the new multi-path copy mechanism for intra-socket data transfers, while dynamically selecting between NVLink and PCIe channels. Our results show a speedup of 1.38x to 15.63x over other MPI implementations.

- On Cedar, we propose a 2-stage flat, pipelined MPI_Allreduce collective design that utilises the new multi-path copy mechanism for data transfers. Our experimental results show a speedup of up to 104.1x, 110.9x, and 1.06x against Open MPI + UCX, MVAPICH2, and NCCL, respectively.

- We evaluate our proposed collective with Horovod + TensorFlow. For VGG16 and ResNet50, we observe up to 3.42x and 1.57x speedup on Mist, respectively. On Cedar, we achieve 5.74x speedup for DenseNet201.

Open MPI + UCX

UCX (Unified Communication X) is an RDMA-based point-to-point communication library for modern low latency, high bandwidth interconnects [2]. The Message Passing Interface (MPI) is the most popular programming model used in high-performance computing. When using point-to-point communication in Open MPI, we are directly using UCX. Collective communication is implemented via send/recvs of UCX. Open MPI supports various flat algorithms for MPI_Allreduce. GPU support follows a general approach that involves staging the GPU data into the host buffer and leveraging the CPU-based MPI routines.

Challenges in MPI-based DL

Research has shown the performance of GPU-based Deep Learning workloads, such as Horovod + TensorFlow, are highly dependent on the performance of collective communication operations that use very large messages [3]. Figure 1 presents the distribution of calls using CPU and GPU buffers for various Deep Learning models. We observe that a total 17-83% of training time is spent in MPI_Allreduce, and up to 80% of runtime when using GPU buffers. As collectives are designed on top of point-to-point communication, there could be opportunities to improve the MPI_Allreduce performance by directly targeting the intra-node GPU-based point-to-point communication for large messages.

Looking over Figure 2 one can realise that each GPU can be reached through two distinct paths on contemporary multi-GPU nodes. For Mist, we only have NVLink communication channels. Whereas on Cedar, we have one NVLink and one PCIe path available for data transfer.

Current MPI implementations send data directly from $GPU_0$ to $GPU_1$ via the NVLink connecting the two devices. This results in the NVLinks or PCIe connected to the host to be idle during data transfers. This motivated us to utilise all available intra-socket paths to increase point-to-point bandwidth between GPU pairs.

The Multi-Path Communication

Our multi-path copy design [4] partitions send buffer into two pieces and transfers each data segment via an independent data channels, as shown in Figure 2. We first calculate the size of the
partition we are sending via the host, and copy it into host memory via NVLink or PCIe, depending on the platform. Then, we copy from the host memory to the destination GPU. In parallel, we copy the data from the source GPU directly to the destination GPU. For transferring the data via the host, we stage our transfers in page-locked host memory accessible by the GPUs. We further split the host data transfer into multiple chunks that are placed on individual streams to allow for pipelining between D2H and H2D copies. For our study, we experimented with different chunk counts and found the optimal bandwidth for each message size. As we use a mixture of host-staged and D2D copies, the data volume which we send via each path must be tuned to maximise aggregate bandwidth. We roughly send around 25-30% of the message via the host and the remainder directly to the adjacent GPU on Mist and slightly less on Cedar. We record the optimal number of chunks and message distribution for each message size in a static tuning table. For smaller message sizes we use a single stream and for larger messages we use up to 8 streams.

The Hierarchical Intra-Node GPU-based MPI_Allreduce

We propose a three-stage intra-node hierarchical GPU-based MPI_Allreduce to use our multi-path design with the goal of impacting Deep Learning workloads on multi-GPU nodes:

1) Intra-socket Reduce Stage: All intra-socket GPUs send their data to their intra-socket GPU leaders ($GPU_1$ and $GPU_2$, without loss of generality) to reduce their data.

2) Inter-socket Reduce stage: The intra-socket GPU leaders exchange and reduce their data.

3) Intra-socket Broadcast stage: The intra-socket GPU leaders send the reduced data back to their intra-socket GPUs.

Open MPI uses a CPU based allreduce even when the data is resident in the GPU global memory. We modified the existing Open MPI implementation of MPI_Allreduce to remove host-staging of data and directly transfer GPU-resident data using UCX’s CUDA IPC features. As our new design no longer copies data to the host, we use a simple CUDA kernel for reduction. To further optimise this collective, we overlapped inter- and intra-socket communication, and dynamically switched between PCIe and NVLink. Full details about this algorithm on Mist can be found in [4]. For Cedar, the NVLink topology is flat, therefore the inter-socket NVLinks remain idle when using this algorithm.

The Flat Intra-Node GPU-based MPI_Allreduce

The proposed hierarchical intra-node collective is non-optimal on Cedar due to its fully-connected GPU topology. We develop a new 2-stage algorithm to fully utilise the communication channels, by performing a segmented reduction on all NVLink channels, followed by a broadcast operation. We use the same GPU-based kernel reduction as before.

1) Reduce Stage: Each GPU sends a distinct quarter of its data to every other GPU to be reduced.

2) Broadcast Stage: Each GPU will then broadcast its reduced data to all other GPUs.

If this algorithm is implemented naively, no communication would occur during the GPU kernel reduction. To increase network usage during reduction, we further pipelined this algorithm, by subdividing the buffers into more than 4 chunks described above. Once a GPU receives the data, it posts a send for the next chunk of data, then reduces the current data chunk. We then applied our proposed multi-path copy for intra-socket communication. To avoid interference among multiple
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transactions, we did not apply our multi-path copy to inter-socket communication.

The Hierarchical Multi-Node GPU-based MPI_Allreduce

The previous intra-node collective designs are only applicable to a single node. To illustrate the applicability of our multi-path copy to multi-node clusters, we modify the proposed hierarchical intra-node GPU-based MPI_Allreduce algorithm so that it can scale. First, we create an intra-node and an inter-node communicator when the collective is called. We cache these communicators so that we do not repeatedly create them at run-time. Step 1 of the intra-node algorithm is executed as before using the intra-node communicator. Step 2 is modified so that the intra-socket leaders execute a reduce-scatter operation, then call pre-existing Open MPI MPI_Allreduce collectives using the inter-node communicators. Next, an allgather is executed between the intra-socket leaders. Finally, Step 3 is executed as before. This approach could also be used for our flat intra-node MPI_Allreduce on Cedar with minor differences. Although this design scales our multi-path copy to multiple nodes, it is fairly naive as we have not considered inter-node network features or software techniques such as intra/inter-node pipelining in our design.

Performance Evaluation and Analysis

Experiments were conducted on two systems in Compute Canada, Cedar at WestGrid and Mist at the SciNet HPC Consortium. Cedar is a Dell C4140 server with dual-socket 16-core Intel Silver 4216 Cascade Lake with four 32GB V100-SXM2 GPUs and 192GB of memory. All GPUs are connected to one another with two NVLinks. Mist is an IBM POWER9 AC922 machine with two sockets for a total of 32 cores and 382GB of memory, and four Nvidia V100-SXM2 (32GB) GPUs, with three NVLinks between intra-socket GPUs and to the host processors. The NVLink/PCIe topologies of these systems are shown in Figure 2. On both systems, we have used Open MPI 4.0.4rc2, UCX 1.8.0, and NCCL 2.5.6. For our studies on Mist, we have also used Open MPI + HPC-X (with UCX and HCOLL) from HPC-X v2.7, Spectrum-MPI 10.3.1, MVAPICH2-GDR 2.3.5, and Horovod 0.20.3 with TensorFlow 1.15.2. For our application studies with HPC-X, we used Horovod 0.19.2 as we had runtime issues with Horovod 0.20.3. On Cedar, we used MVAPICH2 v2.3.6, and Horovod 0.18.3 with TensorFlow 1.13.1. We do not have ResNet152 results on Cedar as the model was not implemented for this TensorFlow version.

UCX Put results using the multi-path copy for intra-socket data transfers on Mist and Cedar can be seen in Figure 3. On Mist, we can see the peak bandwidth of 120GB/s (1.67x) when using the proposed multi-path copy mechanism. On Cedar, we only see a speedup of 1.18x as our bandwidth increases from around 45GB/s to 54GB/s. The difference in the initial bandwidth measurements stem from Cedar having 2 NVLinks between two GPUs whereas Mist has 3 NVLinks, providing roughly 25GB/s extra bandwidth. The other difference we can see in Figure 2 is that for our host-staged copies we use PCIe on Cedar and NVLink on Mist, with a theoretical limit of 16GB/s and 75GB/s, respectively. Therefore, we should expect smaller performance gain on Cedar. On Mist we obtain 80% of our theoretically expected bandwidth and on Cedar we obtain 82%. So, our multi-path copy design is consistent across the two platforms, but the limitations are stemming from hardware.

MPI point-to-point bandwidth was evaluated using the Ohio State University Micro-Benchmark (OMB) suite. Figure 4 shows the unidirectional bandwidth results with a window size of 64 between two GPUs on the same socket for both Mist and Cedar. On Mist, we achieve a peak bandwidth of 134GB/s (1.84x), which is slightly higher than the UCX test due to the larger window size that can better saturate the NVLinks. On Cedar, we obtain a peak bandwidth of 60GB/s (1.23x) using our multi-path copy. As Open MPI is implemented on top of UCX, we observe the same hardware limitations that we saw in our UCX results, as the performance improvement on Cedar is much less than Mist.

Intra-Node MPI_Allreduce tests were configured with data allocated on the GPU for the receive buffer. For the send buffer, we have modified the OMB benchmark so that it uses MPI_IN_PLACE to mimic Horovod’s MPI API calls. For our comparison with NCCL, we have used nccl-tests. Figure 5 and Fig-
Figure 3: UCX Put bandwidth comparing P2P to the multi-path copy on different platforms

Figure 4: OMB results for MPI unidirectional bandwidth on different platforms

Figure 5: Intra-Node MPI_Allreduce results on Mist

Figure 6: Intra-Node MPI_Allreduce results on Cedar

Figure 6 presents the micro-benchmark results for MPI_Allreduce for message sizes in 8MB-1GB range on Mist and Cedar, respectively. For all tests, we have used four processes on a single node with each bound to a single GPU.

On Mist, our design shows significant performance improvements over Open MPI + UCX and Spectrum MPI. We believe this is because MPI_Allreduce in these libraries use a CPU based reduction even for GPU resident data. Our results also outperform Open MPI + HPC-X for all message sizes and NCCL and MVAPICH2-GDR for message sizes greater than 8MB.

The proposed hierarchical intra-node algorithm outperforms Spectrum MPI, Open MPI + UCX, Open MPI + HPC-X, MVAPICH2-GDR, and NCCL with a speedup of 11.47x, 14.33x, 1.09x, 1.26x, 1.25x, respectively, for 64MB messages. For 1GB messages, we outperform Spectrum MPI, Open MPI + UCX, MVAPICH2-GDR, and NCCL by 12.25x, 15.63x, 1.47x, and 1.38x, respectively. Results for Open MPI + HPC-X at 512MB and 1GB are not present as we faced CUDA ‘out of memory’ errors.

On Cedar, our proposed algorithms outperform both Open MPI + UCX and MVAPICH for all message sizes. We can see the benefit of our Flat Allreduce compared to Open MPI + UCX on Cedar; whereas the Hierarchical Allreduce would not efficiently use the hardware resources for large GPU messages. At 64MB, our Flat Allreduce gains a speedup of 104.1x, 110.9x, 2.77x, and 1.06x compared to Open MPI + UCX, MVAPICH2, Hierarchical Allreduce, and NCCL, respectively. Our improvements over NCCL are small on Cedar, as NCCL is already well optimised for V100-SMX2 package. We see that using a CPU based reduction for GPU buffers has a much larger impact on the performance of MPI_Allreduce on Cedar than on Mist. This is because Mist has NVLink connections to the host, whereas Cedar has only PCIe connections to the host. Thus, host stage copies are a larger bottleneck on PCIe platforms.

Multi-Node MPI_Allreduce hierarchical algorithm was scaled up to four nodes on Mist as
that was the maximum available nodes for users on this cluster. As shown in Figure 7 and Figure 8, we still outperform both Spectrum MPI and Open MPI + UCX. This is due to the same reasons as the intra-node collective but also because Open MPI + UCX uses a flat algorithm across multiple nodes. For two nodes, we outperform MVAPICH2-GDR for all messages sizes, and at 64MB we see a 1.18x speedup. Our proposal is comparable to MVAPICH2-GDR at four nodes. The results we obtained for HPC-X for multiple nodes is less performant than what we would expect given the intra-node results. We experimented with many different environment variables to tune HPC-X but this was the best performance we were able to get on this micro-benchmark. All MPI implementations fall short to NCCL, as it takes advantage of the inter-node network in its collective design. Our proposed design did not also consider this.

**Intra-Node Horovod with TensorFlow** results with four Deep Learning models, ResNet50, ResNet152, DenseNet201, and VGG16 using our proposed design can be seen in Figure 9a for Mist. We varied the Horovod tuning parameter `HOROVOD_FUSION_THRESHOLD` and found the best throughput at 1GB fusion buffer with a batch size of 32. For ResNet50, we see a throughput speedup of up to 1.48x, 1.56x, 1.20x, 1.23x, and 1.23x over Spectrum MPI, Open MPI + UCX, Open MPI + HPC-X, MVAPICH2-GDR, and NCCL, respectively. A modest performance speedup of 1.12x, 1.11x, 1.27x, 1.28x, and 1.07x is seen over the above libraries for DenseNet201, respectively. VGG16 shows the highest performance speedup of 2.98x, 3.42x, 3.20x, 1.22x, and 3.21x over the above libraries, respectively. With ResNet152, we observe a throughput speedup of 1.46x, 1.38x, 1.11x, and 1.21x over Spectrum MPI, Open MPI + UCX, MVAPICH2-GDR, and NCCL, respectively. We were unable to obtain results for Open MPI + HPC-X as this model would cause the application to segfault.

On Cedar, as shown in Figure 9b, our Flat Allreduce achieves 2.00x, 3.14x, 1.02x, and 1.03x speedup for ResNet50 over Open MPI + UCX, MVAPICH2, NCCL, and Hierarchical Allreduce, respectively. For DenseNet201, we see an increase in throughput of 1.33x, 2.23x, 0.97x, and 1.04x over the above-mentioned implementations, respectively. For VGG16, we achieve 5.96x, 7.51x, 1.02x, and 1.35x speedup over these libraries, respectively. As in our point-to-point and collective micro-benchmark studies on Cedar, a smaller performance improvement is also observed at the application layer.

Overall, it is clear from these results that the performance improvement for Horovod + TensorFlow with the proposed MPI_Allreduce algorithms is significant, but fairly dependent on the model and platform. The results are fairly consistent with our expectations from Figure 1.

To investigate this further, Figure 10 presents the frequency of message sizes used by MPI_Allreduce at 1GB fusion buffer during Horovod’s execution. We see that GPU message size for MPI_Allreduce is model dependent. VGG16 generates very large messages than the other models which could indicate why our proposed collective has the largest impact on this model on Mist. The same could be said for DenseNet201, where this model uses a lot of
medium sizes messages that our collective does not target.

We saw in the micro-benchmark studies that our proposed MPI_Allreduce algorithms perform best for large to very large messages, and so when we tune the frameworks to use larger messages, without much affecting their performance, we observe an amplified performance improvement in Horovod with TensorFlow. This shows the significance of our design for Deep Learning workloads.

Multi-Node Horovod with TensorFlow show large improvements results for multiple nodes in Figure 11 for ResNet50, ResNet152 and VGG16, which are consistent with the single node results. We still see some improvement for DenseNet201, but it is fairly modest. We had issues running Horovod and Spectrum MPI with multiple nodes but the expected results would be similar to those of Open MPI. As we saw in the multi-node micro-benchmark results, NCCL outperforms all MPI implementations at the application layer as well.

CosmoFlow Application results were collected on Mist to see if our proposal could apply to a wider range of applications. CosmoFlow is an application which trains a DNN on N-body cosmology simulation data to model the universe. CosmoFlow is a more realistic Deep Learning workload compared to the throughput benchmarks. We ran the application for 100 epochs, and the results are shown in Figure 12. For the mean epoch time, we see a small difference between the various MPI implementations as all results are within 7.2% of one another. Although we had a large difference in MPI_Allreduce latency in Figure 5, these differences were not reflected by the application. We investigated further by measuring the communication time spent in MPI_Allreduce using GPU buffers, and these results are shown in Figure 12a. Results for NCCL are not shown, as they could not be measured using our PMPI profiler. We found that around 10% of application run-time was spent in MPI_Allreduce with GPU. This helps explain why we see both our Hierarchical Allreduce and MVAPICH2-GDR spend less time in communication than the default Open MPI, but this does not translate to any end-to-end performance improvements. It should also be mentioned that unlike the Horovod benchmarks, modifying the fusion buffer had minimal impact on runtime.

Related Work

There is an abundance of research regarding collective communications, but in recent years workloads have begun to rely much more on GPU accelerators. NVIDIA introduced Inter-Process Communication (IPC) with CUDA 4.1, and Faraji and Afsahi investigated CUDA IPC within the
context of an MPI_Allreduce collective design [5]. In [6], the same authors studied various GPU-aware collective algorithms at each level of hierarchy, from intra-GPU to intra-node inter-GPU, and inter-node GPU data transfer. For a set of communications within a collective for each process, they used a combination of the host-staged and CUDA IPC copies for inter-process communications by efficiently leveraging the MPS and Hyper-Q feature and provided enhancement for medium and large messages. In [7], Chu et al. used a combination of host-staged copies along with GPU global memory to allow for the acceleration of MPI_Allreduce and Deep Learning workloads. However, the work in [6] and [7] are different than our proposed point-to-point approach in this paper, where we use multiple paths, host-staged, and peer-to-peer copy to transfer a single message that is stripped into multiple chunks over multiple GPU streams to improve the communication performance for large messages. This is the first study to understand the impact of utilising all communication channels and message striping in multi-GPU nodes to enhance point-to-point communication performance, the collective algorithm on top of it, and the Deep Learning workloads.

With the emergence of modern high-bandwidth interconnects such as NVLink, research has focused on their impact on communication performance. Tallent et al. presented the impact of NVLink and PCIe interconnects on Deep Learning workloads [8]. In [9], Li et al. evaluated such interconnects with a multi-GPU benchmark suite.

For applications in Deep Learning, Chu et al. [10] showed that GPU-based reduction was more performant than host-based reduction for large messages in large clusters. In [11], Awan et al. focused on MPI_Allreduce and moved the computational part of the collective to GPUs, resulting in significant improvements in Horovod. Alongside kernel-based reduction, Chu et al. studied the underutilisation of NVLinks [7] by taking the physical topology of the system into account. Our proposals differs from these works as we target the underutilised NVLinks at the point-to-point layer and our collective design leverages multiple communication during its execution.

**Conclusion and Future Work**

In this paper, we addressed the challenges MPI communication libraries have in supporting Deep Learning applications that use MPI_Allreduce collective with large messages extensively. We proposed a novel intra-socket multi-path point-to-point communication algorithm at the lowest layer of abstraction, UCX, that uses all available NVLink or PCIe paths concurrently and efficiently strips the messages and utilises multiple GPU streams to enhance the performance. We evaluated this design on
two different platforms and observed up to 1.84x and 1.23x improvement in point-to-point bandwidth, respectively. We then proposed two new `MPI_Allreduce` collective designs that are interconnect-aware and use in-GPU reduction and multi-path copy for point-to-point communication. We evaluated the performance of our proposed `MPI_Allreduce` collective on Horovod + TensorFlow with various models on two different topologies and achieved up to 5.75x higher throughput.

For future work, we would like to extend our studies to the new Nvidia Ampere A100 GPUs. We also plan to further develop our cluster-wide collective algorithm to consider pipelining and utilize advanced inter-node networking features. We would also like to devise dynamic tuning approaches that would allow this work to be more applicable to a larger set of applications.
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