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Foreword

In the last decade, the rapid and global expansion of digital networks has caused an expansion of the national security agenda in every western developed democracy. The increasing dependence on the internet has created an increasingly vulnerability of these crucial systems to attack. Computer systems that we use without much second thought can be readily and sometimes very easily compromised, and this exposure to exploitation thus poses a significant risk to all those who use these systems—governments, firms, and society at large. Moreover, in a sector where technological change is constant and fast-moving, and where national regulation is challenged by the essentially borderless nature of the internet, governments have been hard-pressed to be at the forefront of this aspect of national defence by putting in place systems of mutual defence against cyber exploitation across all sectors of the economy.

To be sure, governments have laid out their cyber security strategies with the intention of strengthening the capacity of both government and the private sector to deal with cyber exploitation. Certainly the United States, Britain, Australia and Canada have all produced cyber strategies that feature certain common elements. But global agreement on regulating this new digital world has been elusive.

In this Occasional Paper, Tom Quiggin explores the consequences for the private sector—and the financial sector in particular—of these difficulties. An expert in the intelligence field, Quiggin argues that for a number of structural reasons, including the longer-term effects of austerity measures being embraced across the globe, governments have been unable to develop effective cybersecurity systems for all crucial sectors of the economy. While governments continue to work to establish effective cyber defence mechanisms across all sectors of the economy, Quiggin is not optimistic that there will be any quick fix for this threat. For this reason, he suggests that in the short to medium term, the private sector will have to depend on its own resources to mount an effective defence against cyber attacks.
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Institutions that depend on computer systems must at present assume they have to depend on their own resources for defence against cyber attacks. As Jason Healey, the former White House Director of Cyber Infrastructure Protection, has admitted, if the United States is engaged in a cyberwar, Americans would be far better served by contacting Microsoft or AT&T rather than the Department of Homeland Security.¹ This high-risk problem is unlikely to be mitigated by government agencies in the short to medium term. A variety of systemic cyber protection weaknesses and increasingly aggressive attackers suggests that the intensity of cyber attacks will continue to increase over the short to medium term. Most Western governments—Sweden and Finland appear to be exceptions²—are incapable of deterring or preventing trans-border cyber attacks and do not have the means to effectively retaliate or escalate after an attack or exploitation. Thus without a significant deterrent ability, it is likely that cross-border cyber attacks and exploitation will continue unabated.³

The developed world is currently experiencing a period of complexity and uncertainty and is operating without an overarching political framework or ideology.⁴ Economic competition for access to scarce resources and markets is producing cooperation at one level (trade) with vicious competition at another (cyber exploitation and attacks). These can occur simultaneously between any number of states. There is a “wild west” element in this competition and conflict, and no sheriff has emerged to enforce any set of rules.⁵

Large financial institutions and national central banks are located at the leading edge of this conflict, with little guidance from national governments on how to act or defend themselves in this environment. As a result, these institutions are left in a defensive mode against aggressive state actors, amorphous transnational hacking groups, organized crime groups and individuals.
Because of information technology (IT) “monolithic ubiquity”—in other words, the commonality of systems across large organizations—large institutions with significant IT infrastructure and security systems are equally, or in many cases even more, vulnerable to intrusion than many small-to-medium IT infrastructures. On the contrary: the large number of IT-oriented security institutions that have been seriously compromised in the last two years suggests that the perception that larger institutions are inherently better protected against IT threats is largely mythical.

Peer-to-peer (P2P) sharing on threat information and protective measures is and will remain a high-value capability when combined with forward-leaning internal monitoring practices supported by open source intelligence collection. The outsourcing of IT capabilities, especially security monitoring, is a high risk option that should be avoided.

The Problems

Cyber attacks and cyber exploitation will continue to constitute a major risk. Governments, typically responsible for protecting public and private assets on the territory of the state from external aggression and from domestic/international criminal activity, are not capable of providing the required protection.

Among the critical areas of weakness related to government policy and/or law and regulations are the following:

- The lack of theory or practical activity in the role of deterrence, retaliation and/or escalation concerning cyber attacks or exploitation originating from foreign states.
- The relatively low priority that most governments attach to cyber defence issues, despite a number of public statements to the contrary.
- The limited knowledge and expertise on the emerging and little-understood role of insider threat and how to counteract it.
- The relatively low investment that software producers devote to improving the security of their product. Unlike providers of other mainstream products or services, software companies are rarely held financially liable for defects in their products.
- The slow response of the United States government to this problem. In most other areas of international competition or conflict, the United States is normally a leading international force. But in the area of
defence against cyber attacks and cyber exploitation, Washington has been slow to move. The first significant responses were in 2009/2010, and those responses tended to focus primarily on military related systems.

- The significant gap that exists between the reality of cyber problems and the ability of most Western governments to adapt to the constantly changing requirements needed to address the issues.
- The limited range of international law enforcement and intelligence-sharing capabilities. While intelligence sharing between states may be increasing, the short to medium term will be dominated by peer-to-peer sharing.
- The outsourcing of a variety of IT capabilities. This outsourcing remains one of the key areas for creating vulnerabilities and exposing systems to attacks and exploitation.
- The monolithic ubiquity of IT equipment and software common among large IT based organizations.
- The mistaken but nonetheless persistent belief (especially in government) that a technological solution exists to the problem of cyber security.

The Critical Issues

There are a number of critical issues that Western countries—governments and the private sector—need to address in the near term.

_Deterrence Theory_

In general terms, Western governments have not yet come to terms with the concepts of deterrence, escalation and retaliation when malicious cyber activity originates in a foreign state. Until this occurs, transnational cyber exploitation and cyber attacks will continue to increase. Part of the reason for this is that no international norms exist for cyber behaviour, and thus the “rules of the road” are only now being addressed. Formal discussions between the major states concerned—the United States, the Russian Federation and the People’s Republic of China—have only been proposed; no meetings have been scheduled. It is thus unlikely that we will see any initial results before 2015.
In the meanwhile, however, cyber vulnerabilities are growing, and cyber attack tools and methodologies are becoming more available. The technical capacity of malicious actors is improving. As a result, various states and large transnational groups can carry out attacks with relative impunity given the lack of international understanding about what constitutes a proper series of responses.

During the Cold War, deterrence was well-developed and normalized. A “ladder of escalation” ranged from conventional responses to biological, chemical, and finally nuclear responses. A series of thresholds were understood by both of the superpowers as well as most other state and non-state actors. These “rules” were initially understood to work within the three main domains of conflict: land, sea and air. In this context, a shared framework existed for understanding how any given confrontation or conflict might develop. These rules were, however, never clearly extended into outer space as it emerged as the fourth domain of conflict.

Likewise, the emergence of cyberspace as the fifth domain of conflict has not been accompanied by a generally accepted framework of analysis which would produce an internationally shared framework for deterrence and escalation. Moreover, there is no internal consensus on such issues within most governments—including the United States—and nor is one likely to emerge in the immediate future. No ability exists to do axiological targeting in cyber space. Or, as put another way: “As [cyber] offenses improve, thresholds for war in space and especially cyberspace—though not nuclear war—could become perilously low, absent deterrence.”

On top of the inherent complexities and uncertainties involved in the cyber domain, a shared international framework of cyber deterrence would have to bridge cultural divides, force and network structures, national strategies and objectives, national and commercial level decision-making processes as well as concepts of proportionality. While this is not an impossible task, it is complex and the target date recently spoken of in a UK government paper does seem unduly optimistic.

**Cyber Issues as a Priority**

While many government officials claim that cyber security issues are a top priority, the actual amount of effort, money and coordination going into actual solutions is uneven at best. For instance, the US Department of Homeland Security 2011 report on its Quadrennial Review lists cyber issues as fourth in a list of five priorities (behind terrorism, border security
and immigration issues and ahead of ensuing resilience in disasters. The comparable document from Public Safety Canada in 2011 states that cyber issues are a “cornerstone” of national security, but offers little in actual priority setting or a comparison to other threats. The Australian government appears to have a stronger interest and has described cyber security as a “top tier national security priority” while identifying the social and economic well being of the state as being “critically dependent” on the integrity of computer systems. The United Kingdom also published a cyber strategy in 2011 and it puts cyber issues as a “Tier One” priority. It clearly identifies problems and potential solutions. However, even this UK report, the strongest of the four, notes that 2015 is a target date for selected solutions and improvements.

The common theme of the Canadian and American documents appears to be well-meaning policy suggestions. Given that DHS in the USA and Public Safety in Canada lack the executive and budgetary control over the relevant intelligence and law enforcement agencies, no capabilities exist to bring the policies into reality. The reports are also making “2011 suggestions” but contain considerable baseline information from 2007 and 2008. By IT standards, this baseline information is questionable due to timeliness issues.

Behind the scenes, however, are two other systemic problems. The first is money. Governments frequently do not pay their staff sufficient money to ensure they are not being poached by private industry. In addition to the issue of compensation, there is the larger and perhaps more important issue of organization. By their nature, many IT workers tend to think in lateral and often non-linear terms. They function best when working in environments where self-emerging structures and solutions are the norm for any given problem set. Rapid adaption is desired and required, often on a daily or weekly basis. By contrast, governments, and other large bureaucracies, tend to be vertically oriented hierarchical structures which do not think in lateral or non-linear terms. Change occurs slowly and with great resistance as bureaucratic norms frequently tend to outweigh operational requirements, even at the cost of failure.

**Insider Threat**

The insider threat is emerging in both the physical and cyber security worlds. While firm statistics are difficult to come by, the most pessimistic sources suggest that the majority of all cyber attacks have some form of
insider activity. This problem is being increasingly compounded by the de-legitimization of the state and its institutions. This enhanced threat is being compounded by the current economic downturn, government sponsored austerity measures and the co-incident inability of the state to deal with emerging structural problems. Democratic states are also experiencing a particularly difficult set of circumstances. Mature Western democracies have developed increasing complex societies as a result of democratic processes. However, the ability of the state to deal with these complexities and the attendant problems has weakened at the same time. As a result, insider threats are increasing and securing against these sorts of problems will be difficult.

**Software Makers**

With a few notable recent exceptions, it has proven difficult to sue software manufacturers for security or performance defects in their products. Without this ability, software manufactures tend to treat security issues as an afterthought and only react with various patches and upgrades in after-the-fact activities. They also own security companies which then sell “solutions” to their own problems. Legislation to change this situation does not appear to be imminent in Europe, North America or South Asia. The quality of the software is equally important to security as the defensive measures put around networks. High quality software (such as the quality levels applied to aircraft operating systems) has greater immunity to attacks based on its initial quality. By contrast, lower quality software standards are generally applied, even in the financial industry, so failures and vulnerability to attacks will remain. Major software manufacturers generally only seriously consider security as an afterthought and then apply a “patch” mentality to the issue. Given the state of the industry and the complexity of the problem, it is unlikely that any major Western government will amend legislation in the short to medium future that will encourage software manufacturers to improve the quality of their product by exposing them to greater legal liability.

**American Leadership**

Despite pressure from both the private sector and its international allies, the United States government undertook limited action on responding to
cyber threats from 1998, when the first emergence of serious sustained attacks occurred, to 2008. There appears to have been an increase in interest and activity from 2008 onwards, but even this is uneven and the first efforts were focused on military systems. President Barack Obama declared that digital infrastructure was a “strategic national asset,” in 2009, and in June 2009 the US Secretary of Defense, Robert M. Gates, ordered the creation of Cyber Command (USCYBERCOM) within US Strategic Command. The first US Army Cyber Brigade was stood up on 1 December 2011.24 However, this innovative command should not lead to the assumption that the US government is a leader in the cyber defence field. US cyber defences for non-military systems are no better than that of any other Western country, and arguably worse than countries such as Sweden, Finland and Israel.25 A recent series of major foreign attacks against US government systems and corporations has demonstrated these weaknesses. As of early 2012, the American government has not even entered into formal talks with other states on issues concerning cyber security and the potential for cyber war. Talks in this area are at the proposal stage.26

Some American officials have recognized this weakness. Jason Healey’s admission that Americans should not call the Department of Homeland Security in the event of a cyberwar has already been quoted. Healey, who is now the director of the cyber statecraft initiative at the Atlantic Council, went on to say that “If we do ever have a cyberwar, it will be won or lost in the private sector.” He also admitted that he had little faith in the National Cybersecurity and Communications Integration Center, which is intended to be the lead agency for dealing with large-scale cyber-attacks.27

While no major example of cyber war exists,28 it is increasingly clear that any such “war” would be won or lost in the private sector, as most governments have no ability to defend their own systems let alone the private sector. Western governments (and others) are not yet in the defensive fight. Indeed, at present it is not even clear who would have responsibility in the United States in the event of a major cyber incident. Legislation making its way through the US House of Representatives—HR 367429— would give the Secretary of Homeland Security a leading role in cyber security, even though the National Security Agency has greater skills and personnel in this area. The working theory appears to be that a civilian-led agency should have control over a problem that will have an effect on mostly privately owned networks.30 How this works in practice
has not been made clear and the legislation has not yet passed; moreover, competing legislation may eventually award the lead to the NSA.

**Gaps between Reality and Government Knowledge and Efforts**

Government-based analysis tends to lag behind, rather than lead, knowledge creation efforts concerning cyber attacks. For instance, policy prescriptions contained in a series of government reports published in 2011 were based on 2007 and 2008 statistics. Given that problems in the cyber world tend to evolve in periods of weeks and months, a government response based in an assessment cycle of years is not likely to be effective.

**International Law Enforcement and Intelligence Sharing**

Despite public comments to the contrary, the amount of domestic and international sharing and cooperation in IT security and criminal investigations is not encouraging. One particular area of concern is the sharing between national government agencies and the private sector. As the former White House Director of Cyber Infrastructure Protection stated in January 2012, “Government only inhales, it never exhales. It will take all the information, but it will find any excuse not to share.”

Internationally, the situation is not encouraging either. Jurisdictional disputes, complex legal requirements and a general lack of will on the part of some major governments have greatly restricted international investigations. As with deterrence and other issues, there are no immediate fixes in sight and no reason to be optimistic that this problem will be fixed in the near future.

**Outsourcing**

Who writes your code that is in your security software and what do you know about it? “Not much” is the likeliest answer today. Many companies, including software security companies, are outsourcing their code-writing to sub- and to sub-sub contractors. Frequently, this code-writing work is being done in the People’s Republic of China, India, South Korea and even Libya. For the end user, there is no means of identifying the source of the code, and no way of knowing whether vulnerabilities have been
built into the code at its point of origin. There is no legislation pending by major governments that may force software writers to disclose who wrote their software and where it was created.

**Monolithic Ubiquity and the IT Vulnerability of Large Information Based Institutions**

Despite their seeming outward differences, most large institutions with substantial IT infrastructures have many commonalities in servers, routers, software, power supplies and backup systems. They use many of the same types of software (such as Microsoft or Adobe) and the same kinds of security methods (appliances etc.). Consequently, once would-be attackers can determine vulnerability in one large institution, they can adapt that knowledge to be equally successful in attacking another. Additionally, large organizations tend to develop a sense of security based purely on their size and influence. Unfortunately, there is no correlation in the cyber world between the size of an IT infrastructure and its security. On the contrary: a small to medium size organization may present a more difficult target due to its lack of complexity, its small size and the likelihood that updates and patches will be applied automatically, unlike larger institutions.

In this case, a contrast exists between the physical world and the cyber world in security terms. There is a significant security difference between the cyber world and the physical world. In the physical world, a large bank or cash centre is less vulnerable to robberies than a corner convenience store because of its resources. In a convenience store, a determined robber will be able to defeat locked doors, basic alarms and a small safe. Those same skills would not allow a determined robber to attack a cash centre or major bank. In the cyber world, however, the size of an organization and its complexity do not make it less vulnerable—in fact the opposite appears to be occurring.

**Complexity**

Large complex systems increase the probability of flaws. Complexity and interdependency are known to be their own forms of weakness in computer systems, power grids and many other complex systems as well. The constant addition of more technology has exacerbated the problem
by adding complexity, more implicit assumptions and more vulnerability. The result is problematic, with new examples emerging such as the increased use of VOIP (voice over internet protocol) communications systems, virtualization on servers and the channelling of more information systems over the world wide web. The resulting complexity is—by itself—an emerging concern for IT systems vulnerability. Some governments are introducing the concept of having one government department responsible for all IT services and one portal for all Internet traffic. This may cause an increased level of complexity and interdependency which will render government more, rather than less, vulnerable to catastrophic failures.

**Technological Solutions Sought by States and Corporations**

There is a near total consensus of opinion among hackers (both “black hats” and “white hats”) and among those in the computer security industry that the human factor is both the greatest strength and weakness in IT security.\(^{36}\) This view has been validated by a recent series of major attack in 2011 and early 2012, most of which featured significant human elements. The belief that technological solutions or software fixes will emerge is an illusion and this has been clear since the early 2000s. While there are those who are still hoping for such as fix, it is unlikely to occur in the short to medium term.\(^{37}\) This point of views appears, anecdotally, to be more pervasive in government than it is in the private sector.

**The Outlook**

The outlook for the short to medium term—until 2015—is not positive. Barring a catastrophic unanticipated attack like Pearl Harbor or 9/11, there does not appear to be either the political will or ability to tackle many of the major issues. Even when issues are known (such as the lack of deterrence), it will be years before the knowledge and skills are developed to initiate a solution.

In general, the “black hats” are getting better, and they are increasing using social engineering techniques and targeted attacks to gain the advantage. In short, they can operate more effectively and are constantly developing new ideas such as brokerage houses for hackers as well as
modularized software for hacking. Poorly written software with extensive zero day vulnerabilities assists them.

Complexity is a serious adversary by itself. Combined with interdependence, it may prove to be the Achilles Heel of infrastructure. The current trend is moving us towards systems which are creating more “single points of failure.” This greatly enhances the motives and capabilities of attackers.

On a more positive front, however, the concept of P2P sharing among like minded institutions is growing. This will allow for a more immediate response to ongoing and/or potential problems. Anecdotal evidence to date shows response times in a P2P situation of hours, as opposed to days or weeks when done through official government channels.38

Conclusions

Large financial institutions and central banks should assume that, in the short to medium term, government efforts in cyber defence (especially from foreign threats) will be modest. Governments lack the theoretical framework for the necessary cyberspace deterrence and retaliatory capabilities and the “rules of the road” for determining international norms of behaviour have not been developed. The ability to prosecute criminals across state borders is limited and the threat of retaliation against state actors and criminals is minimally effective, if at all.

Institutions needing—or wanting—an effective cyber defence against attacks and exploitations will have to create their own localized defensive capabilities while developing their own intelligence sharing P2P networks to support these operations. Those institutions will need to provide their defensive IT workers with a flexible working environment where lateral thinking and creativity are actually allowed. This will include the ability to buy not only the latest “toys,” but also access to information and methods that allow for the necessary validation of threat information to occur. Above all, the skills and capabilities need to be internal. Outsourcing in this case is an open invitation to fatal attacks. P2P sharing with like-minded institutions will provide the best information advantage and defensive capabilities for ongoing or impending events. Government capabilities in this area are limited and often untimely.

An optimistic view of when governments may take a leading role in defence against attackers or criminal prosecutions is 2015. Anecdotal
evidence suggests a much later date due to the increasing rate of change in the cyber world and the limited rate of adaptation in government compounded by current government pre-occupation with economic issues.

Notes


6. Among the most glaring and damaging attacks were those on RSA/SecurID, supposedly a leader in the IT security field; the US government’s research labs at Oak Ridge; STRATFOR; Symantec/Norton Utilities; HB Gary, the Central Intelligence Agency and Visa.


9. For more on the “rules of the road” issue, see UK Cabinet Office, Cyber Security Strategy, 26–27. While this report addresses the issues and suggests 2015 as a target date for improvements, details on how this will happen are unclear and hence, overly optimistic.


12. Manzo, *Deterrence and Escalation*.


18. Reliable statistics are impossible to obtain as the financial industry does not maintain a central database of such issues. Moreover, many institutions prefer not to report such losses for reputational reasons. As one senior insider stated: “Anecdotally it is a huge issue and often involves members of affinity groups responsible for much of the industry’s fraud. Most security people in the banking industry expect a cyber crime attack on the banking industry over a physical attack.”
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23. For more on this issue, see, for example, Jintao Pan, “Software Reliability,” Carnegie Mellon University, 1999, available online at http://www.ece.cmu.edu/~koopman/des_s99/sw_reliability/.


25. Clayton, “Is the cyberwarfare arms race for real?”


30. See, for example, Paul Rosenzweig, “Promoting cybersecurity through the PRECISE Act,” The Heritage Foundation, 6 February 2012; available at http://www.heritage.org/research/reports/2012/02/promoting-cybersecurity-through-the-precise-act.

31. See, among others, Canada’s Cyber Security Strategy.


33. Menn, Hunt for the New Crime Lords.
34. Interview with software developer and marketer, 14 January 2012.


38. The hacking of STRATFOR in December 2011 caused significant concerns for a number of institutions which were customers and had their information exposed. P2P sharing resulted in information being passed among the sharing partners on the same day, while the first official notification from a government agency of the problem did not occur for five days, long after defensive and remedial action had already been taken. Other governments responded in seven to thirteen days.
Glossary

Axiological targeting: A theory of target selection based on two Greek words *axios* (worthy) and *logos* (reason or theory). It is the study or theory of values—what targets are required to be attacked and what the value is of attacking them. Currently, there is only the weakest of information and theory available about how to attack cyber targets within the context of deterrence, escalation or retaliation.

Cyber exploitation: The process of removing information from computers and networks without authorization. This information can take any form including financial, technical, diplomatic or security related matters.

Cyber attacks: Destroying, altering or degrading computers and networks with a malicious intent.

Cyber war: No generally accepted definition of cyber warfare exists. Richard A. Clarke, in *Cyber War* (2010) defines it as “actions by a nation-state to penetrate another nation’s computers or networks for the purposes of causing damage or disruption.” Despite the (over)use of the term, it is arguable that there has only been one case of “cyber” as the fifth domain of warfare actually being used—the use of cyber attacks by the Russians during their partial invasion of Georgia in 2008.

Deterrence: The ability to demonstrate that you have the ability to stop your adversary from attacking as they believe that the cost of the attack/exploitation will outweigh the benefits. Deterrence threats have to be credible, timely, and proportional as well as being connected to the actions they are intended to deter. There has to be a direct connection between action and response to eliminate the possibility of the deterrence activity as being seen as coincidental by the adversary.

Escalation: The willingness to broaden the nature of the conflict or confrontation by shifting the nature of the retaliation targets or increasing the intensity or cost of the reaction.
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In the last decade, the rapid and global expansion of digital networks has caused an expansion of the national security agenda in every western developed democracy. The increasing dependence on the internet has created an increasingly vulnerability of these crucial systems to attack. Computer systems that we use without much second thought can be readily and sometimes very easily compromised, and this exposure to exploitation thus poses a significant risk to all those who use these systems—governments, firms, and society at large. Moreover, in a sector where technological change is constant and fast-moving, and where national regulation is challenged by the essentially borderless nature of the internet, governments have been hard-pressed to be at the forefront of this aspect of national defence by putting in place systems of mutual defence against cyber exploitation across all sectors of the economy.

To be sure, governments have laid out their cyber security strategies with the intention of strengthening the capacity of both government and the private sector to deal with cyber exploitation. Certainly the United States, Britain, Australia and Canada have all produced cyber strategies that feature certain common elements. But global agreement on regulating this new digital world has been elusive.

In this Occasional Paper, Tom Quiggin explores the consequences for the private sector—and the financial sector in particular—of these difficulties. An expert in the intelligence field, Quiggin argues that for a number of structural reasons, including the longer-term effects of austerity measures being embraced across the globe, governments have been unable to develop effective cybersecurity systems for all crucial sectors of the economy. While governments continue to work to establish effective cyber defence mechanisms across all sectors of the economy, Quiggin is not optimistic that there will be any quick fix for this threat. For this reason, he suggests that in the short to medium term, the private sector will have to depend on its own resources to mount an effective defence against cyber attacks.
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Institutions that depend on computer systems must at present assume they have to depend on their own resources for defence against cyber attacks. As Jason Healey, the former White House Director of Cyber Infrastructure Protection, has admitted, if the United States is engaged in a cyberwar, Americans would be far better served by contacting Microsoft or AT&T rather than the Department of Homeland Security. This high-risk problem is unlikely to be mitigated by government agencies in the short to medium term. A variety of systemic cyber protection weaknesses and increasingly aggressive attackers suggests that the intensity of cyber attacks will continue to increase over the short to medium term. Most Western governments—Sweden and Finland appear to be exceptions—are incapable of deterring or preventing trans-border cyber attacks and do not have the means to effectively retaliate or escalate after an attack or exploitation. Thus without a significant deterrent ability, it is likely that cross-border cyber attacks and exploitation will continue unabated.

The developed world is currently experiencing a period of complexity and uncertainty and is operating without an overarching political framework or ideology. Economic competition for access to scarce resources and markets is producing cooperation at one level (trade) with vicious competition at another (cyber exploitation and attacks). These can occur simultaneously between any number of states. There is a “wild west” element in this competition and conflict, and no sheriff has emerged to enforce any set of rules.

Large financial institutions and national central banks are located at the leading edge of this conflict, with little guidance from national governments on how to act or defend themselves in this environment. As a result, these institutions are left in a defensive mode against aggressive state actors, amorphous transnational hacking groups, organized crime groups and individuals.
Because of information technology (IT) “monolithic ubiquity”—in other words, the commonality of systems across large organizations—large institutions with significant IT infrastructure and security systems are equally, or in many cases even more, vulnerable to intrusion than many small-to-medium IT infrastructures. On the contrary: the large number of IT-oriented security institutions that have been seriously compromised in the last two years\(^6\) suggests that the perception that larger institutions are inherently better protected against IT threats is largely mythical.

Peer-to-peer (P2P) sharing on threat information and protective measures is and will remain a high-value capability when combined with forward-leaning internal monitoring practices supported by open source intelligence collection. The outsourcing of IT capabilities, especially security monitoring, is a high risk option that should be avoided.

The Problems

Cyber attacks and cyber exploitation will continue to constitute a major risk. Governments, typically responsible for protecting public and private assets on the territory of the state from external aggression and from domestic/international criminal activity, are not capable of providing the required protection.

Among the critical areas of weakness related to government policy and/or law and regulations are the following:

• The lack of theory or practical activity in the role of deterrence, retaliation and/or escalation concerning cyber attacks or exploitation originating from foreign states.
• The relatively low priority that most governments attach to cyber defence issues, despite a number of public statements to the contrary.
• The limited knowledge and expertise on the emerging and little-understood role of insider threat and how to counteract it.
• The relatively low investment that software producers devote to improving the security of their product. Unlike providers of other mainstream products or services, software companies are rarely held financially liable for defects in their products.
• The slow response of the United States government to this problem. In most other areas of international competition or conflict, the United States is normally a leading international force. But in the area of
defence against cyber attacks and cyber exploitation, Washington has been slow to move. The first significant responses were in 2009/2010, and those responses tended to focus primarily on military related systems.

- The significant gap that exists between the reality of cyber problems and the ability of most Western governments to adapt to the constantly changing requirements needed to address the issues.
- The limited range of international law enforcement and intelligence-sharing capabilities. While intelligence sharing between states may be increasing, the short to medium term will be dominated by peer-to-peer sharing.
- The outsourcing of a variety of IT capabilities. This outsourcing remains one of the key areas for creating vulnerabilities and exposing systems to attacks and exploitation.
- The monolithic ubiquity of IT equipment and software common among large IT based organizations.
- The mistaken but nonetheless persistent belief (especially in government) that a technological solution exists to the problem of cyber security.

**The Critical Issues**

There are a number of critical issues that Western countries—governments and the private sector—need to address in the near term.

**Deterrence Theory**

In general terms, Western governments have not yet come to terms with the concepts of deterrence, escalation and retaliation when malicious cyber activity originates in a foreign state. Until this occurs, transnational cyber exploitation and cyber attacks will continue to increase. Part of the reason for this is that no international norms exist for cyber behaviour, and thus the “rules of the road” are only now being addressed. Formal discussions between the major states concerned—the United States, the Russian Federation and the People’s Republic of China—have only been proposed; no meetings have been scheduled. It is thus unlikely that we will see any initial results before 2015.
In the meanwhile, however, cyber vulnerabilities are growing, and cyber attack tools and methodologies are becoming more available. The technical capacity of malicious actors is improving. As a result, various states and large transnational groups can carry out attacks with relative impunity given the lack of international understanding about what constitutes a proper series of responses.

During the Cold War, deterrence was well-developed and normalized. A “ladder of escalation” ranged from conventional responses to biological, chemical, and finally nuclear responses. A series of thresholds were understood by both of the superpowers as well as most other state and non-state actors. These “rules” were initially understood to work within the three main domains of conflict: land, sea and air. In this context, a shared framework existed for understanding how any given confrontation or conflict might develop. These rules were, however, never clearly extended into outer space as it emerged as the fourth domain of conflict.

Likewise, the emergence of cyberspace as the fifth domain of conflict has not been accompanied by a generally accepted framework of analysis which would produce an internationally shared framework for deterrence and escalation. Moreover, there is no internal consensus on such issues within most governments—including the United States—and nor is one likely to emerge in the immediate future. No ability exists to do axiological targeting in cyber space. Or, as put another way: “As [cyber] offenses improve, thresholds for war in space and especially cyberspace—though not nuclear war—could become perilously low, absent deterrence.”

On top of the inherent complexities and uncertainties involved in the cyber domain, a shared international framework of cyber deterrence would have to bridge cultural divides, force and network structures, national strategies and objectives, national and commercial level decision-making processes as well as concepts of proportionality. While this is not an impossible task, it is complex and the target date recently spoken of in a UK government paper does seem unduly optimistic.

**Cyber Issues as a Priority**

While many government officials claim that cyber security issues are a top priority, the actual amount of effort, money and coordination going into actual solutions is uneven at best. For instance, the US Department of Homeland Security 2011 report on its Quadrennial Review lists cyber issues as fourth in a list of five priorities (behind terrorism, border security
and immigration issues and ahead of ensuing resilience in disasters). The comparable document from Public Safety Canada in 2011 states that cyber issues are a “cornerstone” of national security, but offers little in actual priority setting or a comparison to other threats. The Australian government appears to have a stronger interest and has described cyber security as a “top tier national security priority” while identifying the social and economic well being of the state as being “critically dependent” on the integrity of computer systems. The United Kingdom also published a cyber strategy in 2011 and it puts cyber issues as a “Tier One” priority. It clearly identifies problems and potential solutions. However, even this UK report, the strongest of the four, notes that 2015 is a target date for selected solutions and improvements.

The common theme of the Canadian and American documents appears to be well-meaning policy suggestions. Given that DHS in the USA and Public Safety in Canada lack the executive and budgetary control over the relevant intelligence and law enforcement agencies, no capabilities exist to bring the policies into reality. The reports are also making “2011 suggestions” but contain considerable baseline information from 2007 and 2008. By IT standards, this baseline information is questionable due to timeliness issues.

Behind the scenes, however, are two other systemic problems. The first is money. Governments frequently do not pay their staff sufficient money to ensure they are not being poached by private industry. In addition to the issue of compensation, there is the larger and perhaps more important issue of organization. By their nature, many IT workers tend to think in lateral and often non-linear terms. They function best when working in environments where self-emerging structures and solutions are the norm for any given problem set. Rapid adaption is desired and required, often on a daily or weekly basis. By contrast, governments, and other large bureaucracies, tend to be vertically oriented hierarchical structures which do not think in lateral or non-linear terms. Change occurs slowly and with great resistance as bureaucratic norms frequently tend to outweigh operational requirements, even at the cost of failure.

**Insider Threat**

The insider threat is emerging in both the physical and cyber security worlds. While firm statistics are difficult to come by, the most pessimistic sources suggest that the majority of all cyber attacks have some form of
insider activity. This problem is being increasingly compounded by the de-legitimization of the state and its institutions. This enhanced threat is being compounded by the current economic downturn, government sponsored austerity measures and the co-incident inability of the state to deal with emerging structural problems. Democratic states are also experiencing a particularly difficult set of circumstances. Mature Western democracies have developed increasing complex societies as a result of democratic processes. However, the ability of the state to deal with these complexities and the attendant problems has weakened at the same time. As a result, insider threats are increasing and securing against these sorts of problems will be difficult.

**Software Makers**

With a few notable recent exceptions, it has proven difficult to sue software manufacturers for security or performance defects in their products. Without this ability, software manufacturers tend to treat security issues as an afterthought and only react with various patches and upgrades in after-the-fact activities. They also own security companies which then sell “solutions” to their own problems. Legislation to change this situation does not appear to be imminent in Europe, North America or South Asia.

The quality of the software is equally important to security as the defensive measures put around networks. High quality software (such as the quality levels applied to aircraft operating systems) has greater immunity to attacks based on its initial quality. By contrast, lower quality software standards are generally applied, even in the financial industry, so failures and vulnerability to attacks will remain. Major software manufacturers generally only seriously consider security as an afterthought and then apply a “patch” mentality to the issue. Given the state of the industry and the complexity of the problem, it is unlikely that any major Western government will amend legislation in the short to medium future that will encourage software manufacturers to improve the quality of their product by exposing them to greater legal liability.

**American Leadership**

Despite pressure from both the private sector and its international allies, the United States government undertook limited action on responding to
cyber threats from 1998, when the first emergence of serious sustained attacks occurred, to 2008. There appears to have been an increase in interest and activity from 2008 onwards, but even this is uneven and the first efforts were focused on military systems. President Barack Obama declared that digital infrastructure was a “strategic national asset,” in 2009, and in June 2009 the US Secretary of Defense, Robert M. Gates, ordered the creation of Cyber Command (USCYBERCOM) within US Strategic Command. The first US Army Cyber Brigade was stood up on 1 December 2011.24 However, this innovative command should not lead to the assumption that the US government is a leader in the cyber defence field. US cyber defences for non-military systems are no better than that of any other Western country, and arguably worse than countries such as Sweden, Finland and Israel.25 A recent series of major foreign attacks against US government systems and corporations has demonstrated these weaknesses. As of early 2012, the American government has not even entered into formal talks with other states on issues concerning cyber security and the potential for cyber war. Talks in this area are at the proposal stage.26

Some American officials have recognized this weakness. Jason Healey’s admission that Americans should not call the Department of Homeland Security in the event of a cyberwar has already been quoted. Healey, who is now the director of the cyber statecraft initiative at the Atlantic Council, went on to say that “If we do ever have a cyberwar, it will be won or lost in the private sector.” He also admitted that he had little faith in the National Cybersecurity and Communications Integration Center, which is intended to be the lead agency for dealing with large-scale cyber-attacks.27

While no major example of cyber war exists,28 it is increasingly clear that any such “war” would be won or lost in the private sector, as most governments have no ability to defend their own systems let alone the private sector. Western governments (and others) are not yet in the defensive fight. Indeed, at present it is not even clear who would have responsibility in the United States in the event of a major cyber incident. Legislation making its way through the US House of Representatives—HR 367429—would give the Secretary of Homeland Security a leading role in cyber security, even though the National Security Agency has greater skills and personnel in this area. The working theory appears to be that a civilian-led agency should have control over a problem that will have an effect on mostly privately owned networks.30 How this works in practice
has not been made clear and the legislation has not yet passed; moreover, competing legislation may eventually award the lead to the NSA.

**Gaps between Reality and Government Knowledge and Efforts**

Government-based analysis tends to lag behind, rather than lead, knowledge creation efforts concerning cyber attacks. For instance, policy prescriptions contained in a series of government reports published in 2011 were based on 2007 and 2008 statistics.\(^{31}\) Given that problems in the cyber world tend to evolve in periods of weeks and months, a government response based in an assessment cycle of years is not likely to be effective.

**International Law Enforcement and Intelligence Sharing**

Despite public comments to the contrary, the amount of domestic and international sharing and cooperation in IT security and criminal investigations is not encouraging. One particular area of concern is the sharing between national government agencies and the private sector. As the former White House Director of Cyber Infrastructure Protection stated in January 2012, “Government only inhales, it never exhales. It will take all the information, but it will find any excuse not to share.”\(^{32}\)

Internationally, the situation is not encouraging either. Jurisdictional disputes, complex legal requirements and a general lack of will on the part of some major governments have greatly restricted international investigations. As with deterrence and other issues, there are no immediate fixes in sight and no reason to be optimistic that this problem will be fixed in the near future.\(^{33}\)

**Outsourcing**

Who writes your code that is in your security software and what do you know about it? “Not much” is the likeliest answer today. Many companies, including software security companies, are outsourcing their code-writing to sub- and to sub-sub contractors.\(^{34}\) Frequently, this code-writing work is being done in the People’s Republic of China, India, South Korea and even Libya. For the end user, there is no means of identifying the source of the code, and no way of knowing whether vulnerabilities have been
built into the code at its point of origin. There is no legislation pending by major governments that may force software writers to disclose who wrote their software and where it was created.

**Monolithic Ubiquity and the IT Vulnerability of Large Information Based Institutions**

Despite their seeming outward differences, most large institutions with substantial IT infrastructures have many commonalities in servers, routers, software, power supplies and backup systems. They use many of the same types of software (such as Microsoft or Adobe) and the same kinds of security methods (appliances etc.). Consequently, once would-be attackers can determine vulnerability in one large institution, they can adapt that knowledge to be equally successful in attacking another. Additionally, large organizations tend to develop a sense of security based purely on their size and influence. Unfortunately, there is no correlation in the cyber world between the size of an IT infrastructure and its security. On the contrary: a small to medium size organization may present a more difficult target due to its lack of complexity, its small size and the likelihood that updates and patches will be applied automatically, unlike larger institutions.

In this case, a contrast exists between the physical world and the cyber world in security terms. There is a significant security difference between the cyber world and the physical world. In the physical world, a large bank or cash centre is less vulnerable to robberies than a corner convenience store because of its resources. In a convenience store, a determined robber will be able to defeat locked doors, basic alarms and a small safe. Those same skills would not allow a determined robber to attack a cash centre or major bank. In the cyber world, however, the size of an organization and its complexity do not make it less vulnerable—in fact the opposite appears to be occurring.

**Complexity**

Large complex systems increase the probability of flaws. Complexity and interdependency are known to be their own forms of weakness in computer systems, power grids and many other complex systems as well.35 The constant addition of more technology has exacerbated the problem
by adding complexity, more implicit assumptions and more vulnerability. The result is problematic, with new examples emerging such as the increased use of VOIP (voice over internet protocol) communications systems, virtualization on servers and the channelling of more information systems over the world wide web. The resulting complexity is—by itself—an emerging concern for IT systems vulnerability. Some governments are introducing the concept of having one government department responsible for all IT services and one portal for all Internet traffic. This may cause an increased level of complexity and interdependency which will render government more, rather than less, vulnerable to catastrophic failures.

**Technological Solutions Sought by States and Corporations**

There is a near total consensus of opinion among hackers (both “black hats” and “white hats”) and among those in the computer security industry that the human factor is both the greatest strength and weakness in IT security. This view has been validated by a recent series of major attacks in 2011 and early 2012, most of which featured significant human elements. The belief that technological solutions or software fixes will emerge is an illusion and this has been clear since the early 2000s. While there are those who are still hoping for such a fix, it is unlikely to occur in the short to medium term. This point of views appears, anecdotally, to be more pervasive in government than it is in the private sector.

**The Outlook**

The outlook for the short to medium term—until 2015—is not positive. Barring a catastrophic unanticipated attack like Pearl Harbor or 9/11, there does not appear to be either the political will or ability to tackle many of the major issues. Even when issues are known (such as the lack of deterrence), it will be years before the knowledge and skills are developed to initiate a solution.

In general, the “black hats” are getting better, and they are increasingly using social engineering techniques and targeted attacks to gain the advantage. In short, they can operate more effectively and are constantly developing new ideas such as brokerage houses for hackers as well as
modularized software for hacking. Poorly written software with extensive zero day vulnerabilities assists them.

Complexity is a serious adversary by itself. Combined with interdependence, it may prove to be the Achilles Heel of infrastructure. The current trend is moving us towards systems which are creating more “single points of failure.” This greatly enhances the motives and capabilities of attackers.

On a more positive front, however, the concept of P2P sharing among like minded institutions is growing. This will allow for a more immediate response to ongoing and/or potential problems. Anecdotal evidence to date shows response times in a P2P situation of hours, as opposed to days or weeks when done through official government channels.\textsuperscript{38}

\textbf{Conclusions}

Large financial institutions and central banks should assume that, in the short to medium term, government efforts in cyber defence (especially from foreign threats) will be modest. Governments lack the theoretical framework for the necessary cyberspace deterrence and retaliatory capabilities and the “rules of the road” for determining international norms of behaviour have not been developed. The ability to prosecute criminals across state borders is limited and the threat of retaliation against state actors and criminals is minimally effective, if at all.

Institutions needing—or wanting—an effective cyber defence against attacks and exploitations will have to create their own localized defensive capabilities while developing their own intelligence sharing P2P networks to support these operations. Those institutions will need to provide their defensive IT workers with a flexible working environment where lateral thinking and creativity are actually allowed. This will include the ability to buy not only the latest “toys,” but also access to information and methods that allow for the necessary validation of threat information to occur. Above all, the skills and capabilities need to be internal. Outsourcing in this case is an open invitation to fatal attacks. P2P sharing with like-minded institutions will provide the best information advantage and defensive capabilities for ongoing or impending events. Government capabilities in this area are limited and often untimely.

An optimistic view of when governments may take a leading role in defence against attackers or criminal prosecutions is 2015. Anecdotal
evidence suggests a much later date due to the increasing rate of change in the cyber world and the limited rate of adaptation in government compounded by current government pre-occupation with economic issues.

Notes


6. Among the most glaring and damaging attacks were those on RSA/SecurID, supposedly a leader in the IT security field; the US government’s research labs at Oak Ridge; STRATFOR; Symantec/Norton Utilities; HB Gary, the Central Intelligence Agency and Visa.


9. For more on the “rules of the road” issue, see UK Cabinet Office, Cyber Security Strategy, 26–27. While this report addresses the issues and suggests 2015 as a target date for improvements, details on how this will happen are unclear and hence, overly optimistic.


12. Manzo, Deterrence and Escalation.


18. Reliable statistics are impossible to obtain as the financial industry does not maintain a central database of such issues. Moreover, many institutions prefer not to report such losses for reputational reasons. As one senior insider stated: “Anecdotally it is a huge issue and often involves members of affinity groups responsible for much of the industry’s fraud. Most security people in the banking industry expect a cyber crime attack on the banking industry over a physical attack.”


23. For more on this issue, see, for example, Jintao Pan, “Software Reliability,” Carnegie Mellon University, 1999, available online at http://www.ece.cmu.edu/~koopman/des_s99/sw_reliability/.


25. Clayton, “Is the cyberwarfare arms race for real?”


30. See, for example, Paul Rosenzweig, “Promoting cybersecurity through the PRECISE Act,” *The Heritage Foundation*, 6 February 2012; available at http://www.heritage.org/research/reports/2012/02/promoting-cybersecurity-through-the-precise-act.

31. See, among others, *Canada’s Cyber Security Strategy*.


34. Interview with software developer and marketer, 14 January 2012.


38. The hacking of STRATFOR in December 2011 caused significant concerns for a number of institutions which were customers and had their information exposed. P2P sharing resulted in information being passed among the sharing partners on the same day, while the first official notification from a government agency of the problem did not occur for five days, long after defensive and remedial action had already been taken. Other governments responded in seven to thirteen days.
Axiological targeting: A theory of target selection based on two Greek words *axios* (worthy) and *logos* (reason or theory). It is the study or theory of values—what targets are required to be attacked and what the value is of attacking them. Currently, there is only the weakest of information and theory available about how to attack cyber targets within the context of deterrence, escalation or retaliation.

Cyber exploitation: The process of removing information from computers and networks without authorization. This information can take any form including financial, technical, diplomatic or security related matters.

Cyber attacks: Destroying, altering or degrading computers and networks with a malicious intent.

Cyber war: No generally accepted definition of cyber warfare exists. Richard A. Clarke, in *Cyber War* (2010) defines it as “actions by a nation-state to penetrate another nation’s computers or networks for the purposes of causing damage or disruption.” Despite the (over)use of the term, it is arguable that there has only been one case of “cyber” as the fifth domain of warfare actually being used—the use of cyber attacks by the Russians during their partial invasion of Georgia in 2008.

Deterrence: The ability to demonstrate that you have the ability to stop your adversary from attacking as they believe that the cost of the attack/exploitation will outweigh the benefits. Deterrence threats have to be credible, timely, and proportional as well as being connected to the actions they are intended to deter. There has to be a direct connection between action and response to eliminate the possibility of the deterrence activity as being seen as coincidental by the adversary.

Escalation: The willingness to broaden the nature of the conflict or confrontation by shifting the nature of the retaliation targets or increasing the intensity or cost of the reaction.
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