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Abstract—We propose an original design for a neuron-inspired photonic computational primitive for a large-scale, ultrafast cognitive computing platform. The laser exhibits excitability and behaves analogously to a leaky integrate-and-fire (LIF) neuron. This model is both fast and scalable, operating up to a billion times faster than a biological equivalent and is realizable in a compact, vertical-cavity surface-emitting laser (VCSEL). We show that—under a certain set of conditions—the rate equations governing a laser with an embedded saturable absorber reduces to the behavior of LIF neurons. We simulate the laser using realistic rate equations governing a VCSEL cavity, and show behavior representative of cortical spiking algorithms simulated in small circuits of excitable lasers. Pairing this technology with ultrafast, neural learning algorithms would open up a new domain of processing.

Index Terms—Cognitive computing, excitability, leaky integrate-and-fire (LIF) neuron, mixed-signal, neural networks, neuromorphic, optoelectronics, photonic neuron, semiconductor lasers, spike processing, ultrafast, vertical-cavity surface-emitting lasers (VCSELs).

I. INTRODUCTION

In an effort to break the limitations inherent in traditional von Neumann architectures, some recent projects in computing have sought more effective signal processing techniques by leveraging the underlying physics of devices [1]–[6]. Cognitive computing platforms inspired by biological neural networks could solve unconventional computing problems and outperform current technology in both power efficiency and complexity [7]–[9]. These novel systems rely on an alternative set of computational principles, including hybrid analog-digital signal representations, colocation of memory and processing, unsupervised learning, and distributed representations of information.

Fig. 1. Spiking neural networks encode information as events in time rather than bits. Because the time at which a spike occurs is analog while its amplitude is digital, the signals use a mixed signal or hybrid-encoding scheme.

On the cellular level, the brain encodes information as events or spikes in time [10], a hybrid signal with both analog and digital properties as illustrated in Fig. 1. This encoding scheme is equivalent to analog pulse position modulation (PPM) in optics, which has been utilized in various applications including the implementation of robust chaotic communication [11] and power efficient channel coding [12]. Spike processing has evolved in biological (nervous systems) and engineered (neuromorphic analog VLSI) systems as a means to exploit the efficiency of analog signals while overcoming the problem of noise accumulation inherent in analog computation [13]. Various technologies have emulated spike neural networks in electronics, including IBM’s neurosynaptic core as part of DARPA’s SyNAPSE program [1], [2] and Neurogrid as part of Stanford’s Brains in Silicon program [14]. Although these architectures have garnered success in various applications, they aim to target biological time scales rather than exceed them. Microelectronic neural networks that are both fast and highly interconnected are subject to a fundamental bandwidth–fan-in tradeoff.

Photonic platforms offer an alternative approach to microelectronics. The high speeds, high bandwidth, and low crosstalk achievable in photonics are very well suited for an ultrafast spike-based information scheme. Because of this, photonic spike processors could access a computational domain that is inaccessible by other technologies. This domain, which we describe as ultrafast cognitive computing, represents an unexplored processing paradigm that could have a wide range of applications in adaptive control, learning, perception, motion control, sensory processing (vision systems, auditory processors, and the olfactory system), autonomous robotics, and cognitive processing of the radio frequency spectrum.

There has been a growing interest in photonic spike processing which has spawned a rich search for an appropriate computational primitive. The first category includes those based on discrete, fiber components [15]–[17]. However, the platform’s reliance on nonlinear fibers and other similar technologies have made demonstrations bulky (on the order of meters), complex,
and power-hungry (hundreds of watts). The platform is simply unscalable beyond a few neurons. Integrated lasers, in contrast, are physically compact and are capable of using feedback rather than feedforward dynamics to radically enhance nonlinearity. Feedback allows for the emergence of more complex behaviors, including bistability, the formation of attractors, and excitability.

Excitability is a dynamical system property that underlies all-or-none responses. Its occurrence in a variety of different lasing systems has received considerable interest [18], [19]. Excitability is also a critical property of biological spiking neurons [20], [21]. More recently, several excitable lasers have demonstrated biological-like spiking features. One proposal suggests using excitability in semiconductor lasers [22], [23] based on weakly broken Z₂ symmetry close to a Takens–Bogdanov bifurcation, yet another suggests using emergent biological features from polarization switching in a vertical-cavity surface-emitting laser (VCSEL) [24]. However, these models have yet to demonstrate some key properties of spiking neurons: the ability to perform computations without information degradation, clean-up noise, or implement algorithms.

In this paper, we show for the first time that a photonic computational primitive based on an integrated, excitable laser with an embedded saturable absorber (SA) behaves analogously to a leaky integrate-and-fire (LIF) neuron. The LIF model is one of the most ubiquitous models in computational neuroscience and is the simplest known model for spike processing [25]. We also show that our laser neuron can be employed to carry out cortical algorithms through several small circuit demonstrations. Emulating this model in a scalable device represents the first step in building an ultrafast cognitive computing platform.

II. LASER NEURON—THEORETICAL FOUNDATIONS

Our device is based upon a well-studied and paradigmatic example of a hybrid computational primitive: the spiking neuron. In this section, we briefly review the spiking neuron model and reveal the analogy between the LIF model and our own.

A. Spiking Neuron Model

Studies of morphology and physiology have pinpointed the LIF model as an effective spiking model to describe a variety of different biologically observed phenomena [26]. From the standpoint of computability and complexity theory, LIF neurons are powerful computational primitives that are capable of simulating both Turing machines and traditional sigmoidal neural networks [27]. Signals are ideally represented by series of delta functions: inputs and outputs take the form

\[ x(t) = \sum_{j=1}^{N} \delta(t - \tau_j) \]

for spike times \( \tau_j \). Individual units perform a small set of basic operations (delaying, weighting, spatial summation, temporal integration, and thresholding) that are integrated into a single device capable of implementing a variety of processing tasks, including binary classification, adaptive feedback, and temporal logic.

The basic biological structure of an LIF neuron is depicted in Fig. 2(a). It consists of a dendritic tree that collects and sums inputs from other neurons, a soma that acts as a low-pass filter and integrates the signals over time, and an axon that carries an action potential, or spike, when the integrated signal exceeds a threshold. Neurons are connected to each other via synapses, or extracellular gaps, across which chemical signals are transmitted. The axon, dendrite, and synapse all play an important role in the weighting and delaying of spike signals.

According to the standard LIF model, neurons are treated as electrical devices. The membrane potential \( V_m(t) \), the voltage difference across their membrane, acts as the primary internal (activation) state variable. Ions that flow across the membrane experience a resistance \( R = R_m \) and capacitance \( C = C_m \) associated with the membrane. The soma is effectively a first-order low-pass filter, or a leaky integrator, with the integration time constant \( \tau_m = R_mC_m \) that determines the exponential decay rate of the impulse response function. The leakage current through \( R_m \) drives the membrane voltage \( V_m(t) \) to 0, but an active membrane pumping current counteracts it and maintains a resting membrane voltage at a value \( V_m(t) = V_L \).

Fig. 2(b) shows the standard LIF neuron model [27]. A neuron has: 1) \( N \) inputs which represent induced currents in input synapses \( x_j(t) \) that are continuous time series consisting either of spikes or continuous analog values; 2) an internal activation state \( V_m(t) \); and 3) a single output state \( y(t) \). Each input is independently weighted by \( \omega_j \), which can be positive or negative, and delayed by \( \tau_j \) resulting in a time series that is spatially summed (summed pointwise). This aggregate input induces an
electrical current, \( I_{\text{app}}(t) = \sum_{j=1}^{\infty} w_j x_j(t - \tau_j) \) between adjacent neurons.

The weights \( w_j \) and delays \( \tau_j \) determine the dynamics of network, providing a way of programming a neuromorphic system. The parameters internal to the behavior of individual neurons include the resting potential \( V_L \) and the membrane time constant \( \tau_m \). There are three influences on \( V_m(t) \)—passive leakage of current, an active pumping current, and external inputs generating time-varying membrane conductance changes. Including a set of initial conditions, we arrive at a typical LIF model for an individual neuron:

\[
\frac{dV_m(t)}{dt} = \frac{V_L}{\tau_m} - \frac{V_m(t)}{\tau_m} + \frac{1}{\tau_m} I_{\text{app}}(t); \quad (1a)
\]

if \( V_m(t) > V_{\text{thresh}} \), then release a pulse at \( t_f \) and set \( V_m(t) \to V_{\text{reset}} \). \( (1b) \)

The dynamics of an LIF neuron are illustrated in Fig. 3. If \( V_m(t) \geq V_{\text{thresh}} \), then the neuron outputs a spike which takes the form \( y(t) = \delta(t - t_f) \), where \( t_f \) is the time of spike firing, and \( V_m(t) \) is set to \( V_{\text{reset}} \). This is followed by a relatively refractory period, during which \( V_m(t) \) recovers from \( V_{\text{reset}} \) to the resting potential \( V_L \) in which is difficult, but possible to induce the firing of a spike. Consequently, the output of the neuron consists of a continuous time series comprised of spikes taking the form \( y(t) = \Sigma_i \delta(t - t_i) \) for spike firing times \( t_i \).

**B. Excitable Laser Model**

Our starting point is a set of dimensionless equations describing SA lasers that can generalize to a variety of different systems, including passively Q-switched microchip lasers [28], distributed Bragg reflector lasers [29], and VCSELs [30]. Below, we will show that a series of approximations leads to behavior that is isomorphic with LIF neurons.

**1) Before Pulse Formation:** Since the loss \( Q(t) \) and the intensity \( I(t) \) are fast, they will quickly settle to their equilibrium values. On slower time scales, our system behaves as:

\[
\dot{G}(t) = \gamma_G [A - G(t) - G(t)I(t)] + \theta(t) \quad (3a)
\]

We further assume that inputs to the system cause perturbations to the gain \( G(t) \) only. Pulses—from other excitable lasers, for example—will induce a change \( \Delta G \) as illustrated by the arrows in Fig. 5 and analog inputs will modulate \( G(t) \) continuously. This can be achieved either injection via the optical pulses that selectively modulate the gain medium or through electrical current injection. We also make the additional assumption that the laser exhibits behavior similar to region 2 of the bifurcation diagram presented in [31], but with a fast absorber.

We begin with the Yamada model [31], which describe the behavior of lasers with independent gain and SA sections with an approximately constant intensity profile across the cavity as illustrated in Fig. 4. We assume that the SA has a very short relaxation time on the order of the cavity intensity, which can be implemented either through doping or special material properties. The dynamics now operate such that the gain is a slow variable, while the intensity and loss are both fast. This 3-D dynamical system can be described with the following equations:

\[
G(t) = \gamma_G [A - G(t) - G(t)I(t)] \quad (2a)
\]

\[
Q(t) = \gamma_Q [B - Q(t) - aQ(t)I(t)] \quad (2b)
\]

\[
I(t) = \gamma_I [G(t) - Q(t) - 1] I(t) + \epsilon f(G) \quad (2c)
\]

where \( G(t) \) models the gain, \( Q(t) \) is the absorption, \( I(t) \) is the laser intensity, \( A \) is the bias current of the gain, \( B \) is the level of absorption, \( a \) describes the differential absorption relative to the differential gain, \( \gamma_G \) is the relaxation rate of the gain, \( \gamma_Q \) is the relaxation rate of the absorber, \( \gamma_I \) is the reverse photon lifetime, and \( \epsilon f(G) \) represents the small contributions to the intensity made by spontaneous emission, (noise term) where \( \epsilon \) is very small.²

²Non-dimensionalization allows us to set \( \gamma_I \) to 1, but we include this variable in our description to explicitly compare time scales between variables \( G, Q, \) and \( I \).
be proportional to the amount that the gain $G(t)$ has depleted during the formation of a pulse. Thus, if $G_{\text{fire}}$ is the gain that causes the release of a pulse, we can expect that an output pulse will take the approximate form:

$$P_{\text{out}} = E_{\text{pulse}} \cdot \delta(t - \tau_f)$$

(5)

$$E_{\text{pulse}} \propto G_{\text{fire}} - G_{\text{reset}}$$

(6)

where $\tau_f$ is the time at which a pulse is triggered and $\delta(t)$ is a delta function. One of the properties of spike-encoded channels is that spike energies are encoded digitally. Spikes must have a constant amplitude every iteration, a characteristic property of the all-or-nothing response shared by biological neurons. We can normalize our output pulses if we set our system to operate close to threshold $G_{\text{thresh}} - E_{\text{eq}} \ll G_{\text{thresh}}$. Since the threshold is effectively lowered, the size of input perturbations $\Delta G$ must be scaled smaller. This implies $G_{\text{fire}} \approx G_{\text{thresh}}$, which helps in suppressing variations in the output pulse amplitude by reducing the input perturbation to the system. This leads to a step-function like response, as illustrated in Fig. 6, which is the desired behavior.

After a pulse is released, $I(t) \to 0$ and $Q(t)$ will quickly recover to $E_{\text{eq}}$. The fast dynamics will give way to slower dynamics, in which $G(t)$ will slowly creep from $G_{\text{reset}}$ to $E_{\text{eq}}$. The fast dynamics of $Q(t)$ assure that the threshold $G_{\text{thresh}} = 1 + Q(t)$ recovers quickly after a pulse is generated, preventing partial pulse release during the recovery period. In addition, the laser will experience a relative refractory period in which it is difficult—but not impossible—to fire another pulse.

3) LIF Analogy: If we assume the fast dynamics are nearly instantaneous, then we can compress the behavior of our system into the following set of equations and conditions:

$$\frac{dG(t)}{dt} = -\gamma_G (G(t) - A) + \theta(t);$$

(7a)

if $G(t) > G_{\text{thresh}}$, then

release a pulse, and set $G(t) \to G_{\text{reset}}$. 

(7b)
where $\theta(t)$ represent input perturbations. This behavior can be seen qualitatively in Fig. 5. The conditional statements account for the fast dynamics of the system that occur on times scales of order $1/\tau_f$, and other various assumptions—including the fast $Q(t)$ variable and operation close to threshold—assure that $G_{\text{thresh}}$, $G_{\text{reset}}$ and the pulse amplitude $E_{\text{pulse}}$ remain constant.

If we compare this to the LIF model, or equation (1):

$$ C_m \frac{dV_m(t)}{dt} = -\frac{1}{R_m} (V_m(t) - V_L) + I_{\text{app}}(t); $$

if $V_m(t) > V_{\text{thresh}}$, then

release a spike and set $V_m(t) \rightarrow V_{\text{reset}}$.

The analogy between the equations becomes clear. Setting the variables $\gamma_G = 1/R_m C_m$, $A = V_L$, $\theta(t) = I_{\text{app}}(t)/R_m C_m$, and $G(t) = V_m(t)$ shows their algebraic equivalence. Thus, the gain of the laser $G(t)$ can be thought of as a virtual membrane voltage, the input current $A$ as a virtual leakage voltage, etc.$^3$

There is a key difference; however—both dynamical systems operate on vastly different times scales. Whereas biological neurons have time constants $\tau_m = C_m R_m$ on order of milliseconds, carrier lifetimes of laser gain sections are typically in the nanosecond range and can go down to picoseconds.

### III. Excitable VCSELs

Although the excitable model is generalizable to a variety of different laser types, VCSELs are a particularly attractive candidate for our computational primitive as they occupy small footprints, can be fabricated in large arrays allowing for massive scalability, and use low powers [32]. An excitable, VCSEL with an intracavity SA that operates using the same rate equation model described previously has already been experimentally realized [33]. In addition, the technology is amenable to a variety of different interconnect schemes: VCSELs can send signals upward and form 3-D interconnects [34], can emit downward into an interconnection layer via grating couplers [35] or connect monolithically through intracavity holographic gratings [36].

A schematic of our VCSEL structure, which includes an intracavity SA, is illustrated in Fig. 7. To simulate the device, we use a typical two-section rate equation model such as the one described in [30]:

$$ \frac{dN_{\text{ph}}}{dt} = \Gamma_a g_a (n_a - n_{0a}) N_{\text{ph}} + \Gamma_s g_s (n_s - n_{0s}) N_{\text{ph}} - \frac{N_{\text{ph}}}{\tau_{\text{ph}}} + V_a \beta B_r n_a^2 $$

$$ \frac{dn_a}{dt} = -\Gamma_a g_a (n_a - n_{0a}) (N_{\text{ph}} - \phi(t)) \frac{n_a}{V_a} $$

$$ \frac{dn_s}{dt} = -\Gamma_s g_s (n_s - n_{0s}) \frac{N_{\text{ph}}}{V_s} - \frac{n_s}{\tau_s} + \frac{I_s}{eV_a} $$

TABLE I

<table>
<thead>
<tr>
<th>VCSEL-SA EXCITABLE LASER PARAMETERS [37]–[40]</th>
<th>( \lambda )</th>
<th>Lasing wavelength</th>
<th>850 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_a )</td>
<td>gain region cavity volume</td>
<td>( 2.4 \times 10^{-18} \text{ m}^3 )</td>
<td></td>
</tr>
<tr>
<td>( V_s )</td>
<td>SA region cavity volume</td>
<td>( 2.4 \times 10^{-18} \text{ m}^3 )</td>
<td></td>
</tr>
<tr>
<td>( \Gamma_a )</td>
<td>gain region confinement factor</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>( \Gamma_s )</td>
<td>SA region confinement factor</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>( \tau_a )</td>
<td>gain region carrier lifetime</td>
<td>1 ns</td>
<td></td>
</tr>
<tr>
<td>( \tau_s )</td>
<td>SA region carrier lifetime</td>
<td>100 ps</td>
<td></td>
</tr>
<tr>
<td>( \tau_p )</td>
<td>Photon lifetime</td>
<td>4.8 ps</td>
<td></td>
</tr>
<tr>
<td>( g_a )</td>
<td>gain region differential gain/loss</td>
<td>( 2.9 \times 10^{-12} \text{ m}^2\text{s}^{-1} )</td>
<td></td>
</tr>
<tr>
<td>( g_s )</td>
<td>SA region differential gain/loss</td>
<td>( 14.5 \times 10^{-12} \text{ m}^2\text{s}^{-1} )</td>
<td></td>
</tr>
<tr>
<td>( n_{0a} )</td>
<td>gain region transparency carrier density</td>
<td>( 1.1 \times 10^{24} \text{ m}^{-3} )</td>
<td></td>
</tr>
<tr>
<td>( n_{0s} )</td>
<td>SA region transparency carrier density</td>
<td>( 0.89 \times 10^{24} \text{ m}^{-3} )</td>
<td></td>
</tr>
<tr>
<td>( B_r )</td>
<td>Bimolecular recombination term</td>
<td>( 10 \times 10^{-16} \text{ m}^3\text{s}^{-1} )</td>
<td></td>
</tr>
<tr>
<td>( \beta )</td>
<td>Spontaneous emission coupling factor</td>
<td>( 1 \times 10^{-4} )</td>
<td></td>
</tr>
<tr>
<td>( \eta_c )</td>
<td>Output power coupling coefficient</td>
<td>0.4</td>
<td></td>
</tr>
</tbody>
</table>

$^3$Our laser lacks an absolute refractory period variable $\tau_{\text{refl}}$ as seen in some LIF models, but the absence of this condition does not significantly affect its qualitative behavior.

where $N_{\text{ph}}(t)$ is the total number of photons in the cavity, $n_a(t)$ is the number of carriers in the gain region, and $n_s(t)$ is the number of carriers in the absorber. Subscripts $a$ and $s$ identify the active and absorber regions, respectively. The remaining device parameters are summarized in Table I. We add an additional input term $\phi(t)$ to account for optical inputs selectively coupled into the gain, an additional modulation term $\varepsilon(t)$ to represent electrical modulation in the gain, and an SA current injection term $I_s/eV_s$ to allow for an adjustable threshold. For small perturbations, $\phi(t)$ and $\varepsilon(t)$ possess similar functionalities and represent equally valid ways of modulating our laser with analog inputs.

These equations are analogous to the dimensionless set of equations (2) provided that the following coordinate
transformations are made:

\[ G(\dot{t}) = \tau_{ph} \Gamma_a g_a (n_a(t) - n_{0a}), \quad I(\dot{t}) = \frac{\tau_a \Gamma_a g_a}{V_a} N_{ph}(t) \]

\[ Q(\dot{t}) = \tau_{ph} \Gamma_s g_s (n_{0s} - n_s(t)), \quad \dot{t} = \frac{t}{\tau_{ph}} \]

where differentiation is now with respect to \( \dot{t} \) rather than \( t \). The dimensionless parameters are now

\[ \gamma_G = \frac{\tau_{ph}}{\tau_a}, \quad A = \tau_a \tau_{ph} \Gamma_a g_a \left[ \frac{I_a}{eV_a} - \frac{n_{0a}}{\tau_a} \right] \]

\[ \gamma_Q = \frac{\tau_{ph}}{\tau_s}, \quad B = \tau_s \tau_{ph} \Gamma_s g_s \left[ \frac{n_{0s}}{\tau_s} - \frac{I_s}{eV_s} \right] \]

\[ \gamma_I = \frac{1}{\tau_a}, \quad a = \frac{\tau_s \Gamma_s g_s V_a}{\tau_a \Gamma_a g_a V_s} n_a \]

\[ \epsilon f(G) = \tau_a \tau_{ph} \Gamma_a g_a \beta G n_a^2. \]

For the simulation, we set the input currents to \( I_a = 2 \) mA and \( I_s = 0 \) mA for the gain and absorber regions, respectively. The output power is proportional to the photon number \( N_{ph} \) inside the cavity via the following formula:

\[ P_{out}(t) = \frac{\eta_c \Gamma_a \hbar c}{\lambda} N_{ph}(t) \]

in which \( \eta_c \) is the output power coupling coefficient, \( c \) the speed of light, and \( \hbar c/\lambda \) is the energy of a single photon at wavelength \( \lambda \). We assume the structure is grown on a typical GaAs-based substrate and emits at a wavelength of 850 nm.

Using the parameters described previously, we simulated the device with optical injection into the gain as shown in Fig. 8. Input perturbations that cause gain depletion or enhancement—represented by positive and negative input pulses—modulate the carrier concentration inside the gain section. Enough excitation eventually causes the laser to enter fast dynamics and fire a pulse. This behavior matches an LIF neuron model as described in Section II-B3.

Our simulation effectively shows that an excitable LIF neuron is physically realizable in a VCSEL-SA cavity structure. The carrier lifetime of the gain is on the order of 1 ns, which as we have shown in Section II-B3 is analogous to the \( R_m C_m \) time constant of a biological neuron—typically on the order of 10 ms. Thus, our device already exhibits speeds that are 10 million times faster than a biological equivalent. Lifetimes could go as short as a picosecond, making the potential factor speed increase between biology and photonics up to a billion.

IV. CORTICAL SPIKE ALGORITHMS—SMALL-CIRCUIT DEMONSTRATIONS

Since our laser behaves identically to an LIF model, we can create a wide variety of useful networks that can implement a diversity of cortical functions. This section describes implementing of biologically inspired circuits with the excitable laser computational primitive. We have constructed circuits with unique properties as a proof of concept of system creation and wireability. These examples form a basis for a small-scale validity of any theoretical or experimental demonstration of important processing tasks that underlie many spiking neural networks. Though rudimentary, the circuits presented here are fundamental exemplars of three spike processing functions: multistable operation, synfire processing [41], and spatiotemporal pattern recognition [42]. Multistability forms the basis of attractor networks [43], synfire chains describe a mechanism with which neurons can form distributed representations of information to avoid noise degradation [44], and pattern recognition has been implicated in playing a crucial component in working memory [45].

We stipulate a mechanism for optical outputs of excitatable lasers to selectively modulate the gain of others through both excitatory (gain enhancement) and inhibitory (gain depletion) pulses as illustrated in Fig. 7. Selective coupling into the gain can be achieved by positioning the gain and saturable absorber regions to interact only with specific optical frequencies as experimentally demonstrated in [33]. Excitation and inhibition can be achieved via the gain section’s frequency dependent absorption spectrum—different frequencies can induce gain enhancement or depletion. This phenomenon has been experimentally demonstrated in semiconductor optical amplifiers (SOAs) [46] and could generalize to laser gain sections if the cavity modes are accounted for. Alternatives to these proposed solutions include photodetectors with short electrical connections and injection into an extended gain region in which excited carriers are swept into the cavity via carrier transport mechanisms.

![Fig. 8. Simulation of an excitable, LIF VCSEL-SA with realistic parameters. Inputs (top) selectively modulate the carrier concentration in the gain section (middle). Enough excitation leads to the saturation of the absorber to transparency (bottom) and the release of a pulse, followed by a relative refractory period while the pump current recovers the carrier concentration back to its equilibrium value.](image-url)
A network of excitable lasers connected via weights and delays—consistent with the model described in Section II-A—can be described as a delayed differential equation (DDE) of the form:

\[
\frac{d}{dt} \vec{x}(t) = f(\vec{x}(t), \vec{x}(t-\tau_1), \vec{x}(t-\tau_2) \ldots \vec{x}(t-\tau_n)) \tag{10}
\]

where the vector \( \vec{x}(t) \) contains all the state variable associated with the system. The output to our system is simply the output power \( P_{out}(t) \)

4While the input is a set of weighted and delayed outputs from the network \( \sigma(t) = \sum_k W_k P_{out}(t-\tau_k) \). We can construct weight and delay matrices \( W, D \) such that the \( W_{ij} \) element of \( W \) represents the strength of the connection between excitable lasers \( i, j \), and the \( D_{ij} \) element of \( D \) represents the delay between lasers \( i, j \). If we recast \( 8 \) in a vector form, we can formulate our system in \( 10 \) given that the input function vector \( \vec{\phi}(t) \) is

\[
\vec{\phi}(t) = \Omega \vec{\Theta}(t) \tag{11}
\]

where we create a sparse matrix \( \Omega \) containing information for both \( W \) and \( D \), and a vector \( \vec{\Theta}(t) \) that contains all the past outputs from the system during unique delays \( U = [\tau_1, \tau_2, \tau_3, \ldots, \tau_n] \):

\[
\Omega = [W_0 \ W_1 \ W_2 \ldots W_n] \tag{12}
\]

\[
\vec{\Theta}(t) = \begin{pmatrix} P_{out}^- (t) \\
P_{out}^- (t-\tau_1) \\
\vdots \\
P_{out}^- (t-\tau_n) \end{pmatrix} \tag{13}
\]

\( W_k \) describes a sparse matrix of weights associated with the delay in element \( k \) of the unique delay vector \( U \). To simulate various system configurations, we used Runge–Kutta methods iteratively within a standard DDE solver in MATLAB. This formulation allows the simulation of arbitrary networks of excitable lasers.

Since weighing and delaying are both linear operations, they can be implemented optically with passive devices. A physical architecture of a tunable weight-delay network is illustrated in Fig. 9. Excitable lasers send pulses into an optical network, which may use amplifiers, filters, or switching technologies to sort and distribute the spikes en route to other excitable lasers. The combined inputs incident on a single laser embedded within the network are then weighted and delayed individually by tunable optical attenuators and delay lines before arrival.

A tunable weight-delay input array as depicted in Fig. 9—which can be thought of as the photonic equivalent of a dendritic tree—has been experimentally realized in a photonic beam former [47]. With the appropriate integrated, tunable attenuators and delay lines—which can be implemented using ring resonators structures [48], [49] or other technologies [50], [51]—this array could be compacted into a small footprint, allowing for massive network integration. Further work will explore the scalability of this approach. Described next are several circuits that could potentially utilize this architecture to perform tasks specific to spike processing.

A. Multistable System

Multistability represents a crucial property of dynamical systems and arises out of the formation of hysteretic attractors. This phenomenon plays an important role in the formation of memory in processing systems. Here, we describe a network of two interconnected excitable lasers, each with two incoming connections and identical weights and delays, as illustrated in Fig. 10(a). The system is recursive rather than feedforward, possessing a network path that contains a closed loop. This allows the system to exhibit hysteresis.

Results for the two laser multistable system are shown in Fig. 10(b). The network is composed of two lasers, interconnected via optical connections with a delay of 1 ns. An excitatory pulse travels to the first unit at \( t = 5 \) ns, initiating the system to settle to a new attractor. The units fire pulses repetitively at fixed intervals before being deactivated by a precisely timed inhibitory pulse at \( t = 24 \) ns. It is worth noting that the system is also capable of stabilizing to other states, including those with multiple pulses or different pulse intervals. It, therefore, acts as a kind of optical pattern buffer over longer time scales. Ultimately, this circuit represents a test of the network’s ability to handle recursive feedback. In addition, the stability of the system implies that a network is cascadable since a self-referent connection is isomorphic to an infinite chain of identical lasers with identical weights \( W \) between every node. Because this system successfully maintains the stability of self-pulsations, processing...
networks of excitable VCSELs are theoretically capable of cascadibility and information retention during computations.

B. Synfire Chain

Synfire chains have been proposed by Abeles [52] as a model of cortical function. A synfire chain is essentially a feedforward network of neurons with many layers (or pools). Each neuron in one pool feeds many excitatory connections to neurons in the next pool, and each neuron in the receiving pool is excited by many neurons in the previous pool, so that a wave of activity can propagate from pool to pool in the chain. It has been postulated that such a wave corresponds to an elementary cognitive event [53].

Synfire chains can use population encoding to reduce jitter accumulation when sending, receiving, or storing a spatiotemporal bit pattern of spikes [41]. Population encoding works by making multiple copies of a pulse and distributing it via several distinct channels. When these copies arrive and recombine onto the same subsequent processing unit, jitter and amplitude noise accumulated in statistically uncorrelated channels are averaged and therefore reduced. One of the key features of a hybrid analog-digital system such as a spiking neural networks (SNN) is that many analog nodes can process in a distributed and redundant way to reduce noise accumulation. Recruiting a higher number of neurons to accomplish the same computation is an effective and simple way of reducing spike error rates.

Fig. 11(a) shows a demonstration of a simple four-laser synfire chain with feedback connections. The chain is simply a two
unit expansion of each node in the multistability circuit from Fig. 10(a). Like the multistability circuit, recursion allows the synfire chain to possess hysteric properties; however, the use of two lasers for each logical node provides processing redundancy and increases reliability. Once the spike pattern is input into the system as excitatory inputs injected simultaneously into the first two lasers, it is continuously passed back and forth between each set of two nodes. The spatiotemporal bit pattern persists after several iterations and is thereby stored in the network as depicted in Fig. 11(b).

C. Spatiotemporal Pattern Recognition Circuit

The concept of polychrony, proposed by Izhikevich [42] is defined as an event relationship that is precisely time-locked to firing patterns but not necessarily synchronous. Polychronization presents a minimal spiking network that consists of cortical spiking neurons with axonal delays and synaptic time dependent plasticity (STDP), an important learning rule for spike-encoded neurons. As a result of the interplay between the delays and STDP, spiking neurons spontaneously self-organize into groups and generate patterns of stereotypical polychronous activity.

One of the key properties of polychronization is the ability to perform delay logic to perform spatiotemporal pattern recognition. As shown in Fig. 12(a), we construct a simple three unit pattern recognition circuit of excitable lasers with carefully tuned delay lines, where each subsequent neuron in the chain requires stronger perturbations to fire. The resulting simulation is shown in Fig. 12(b). Three excitatory inputs separated sequentially by $\Delta t_1 = 5$ ns and $\Delta t_2 = 10$ ns are incident on all three units. The third is configured only to fire if it receives an input pulse and pulses from the other two simultaneously. The system, therefore, only reacts to a specific spatiotemporal bit pattern.

Although this circuit is simple, the ability to perform temporal logic implies that excitable, neuromorphic systems are capable of categorization and decision making. Two existing applications utilize temporal logic, including light detection and ranging sensitivity that is analogous to an owl’s echolocation system and the escape response of a crayfish [54], [55]. Combined with learning algorithms such as STDP which has recently been demonstrated in optics [56], networks could potentially perform more complex tasks such as spike-pattern cluster analysis.

V. DISCUSSION

A. Comparing Technological Platforms

Cortically-inspired microelectronic architectures have traditionally targeted biological time scales. Several proposals [3], [57] suggest using a crossbar array to network neurons together, essentially a dense mesh of wires overlaying the CMOS (processor) substrate. This is to achieve a massive fan-in and fan-out per connection, which is typical in neural networks but less critical in conventional processors. Several popular approaches aim to achieve clock rates comparable to biological time scales, but transmitting high-bandwidth spikes at the speeds of current processors (gigahertz)—which tend to have high bandwidth requirements—could overrun the system with electromagnetic interference (EMI). Signals would quickly attenuate, disperse, or couple together unfavorably, especially on a crossbar array, which has a large area of closely packed signal wires. In contrast, light can support the high frequency components of spikes and large fan-in and fan-out per connection with almost no crosstalk through techniques such as wavelength division multiplexing. Achieving both high speeds and large interconnection densities simultaneously is comparably impossible in electronics.
The ability to make a technology that complements the physical constraints that guide it, rather than abstracting them away entirely, represents an important step in streamlining efficiency and performance. Optics is a perfect fit for high bandwidth spike information and could represent a highly efficient processing scheme that ties closely to its underlying physics.

B. Improvements Over Previous Models

Past photonic neurons have demonstrated important features of biological neurons but did not integrate enough properties together to make effective processors. One of the first implementations of a photonic spiking neuron [15] achieved noise suppression and thresholding through a nonlinear optical loop mirror, generated pulses synchronously via a mode-locked laser, and utilized an SOA for integration. This model demonstrated temporal integration and spike thresholding, but too much excitation could lead to the release of multiple pulses, degrading spike-encoded information. In addition, spikes were not asynchronous, making the output of the system digital.

The fully functioning photonic neuron demonstrated by Kravstsov [16] integrated both excitation and inhibition, but also suffered from the problems mentioned previously. A newer asynchronous model was proposed in [17] that generated spikes based on incoming spikes. Although the system could emit a pulse at analog times, because the system did not generate its own spikes through internal mechanisms, the spikes could eventually degrade into noise as nonspike inputs led to nonspike outputs.

The excitable models are a step in the right direction, given the similarities between lasers and biological phenomena and the stability of feedback systems. However, both of the recent proposals [22], [24] have a large, base intensity level that underlies spike outputs. Spikes resemble variations of the output intensity rather than pulses. A base-level intensity can potentially be debilitating: by adding constant optical power into the inputs, one can change the equilibrium levels of internal state variables. Programming the synaptic weights \( w_{ij} \) would simultaneously modulate the internal dynamics of each laser in addition to the strength between connections, causing forward propagating system dependences. In addition, a constant base level intensity could increase amplified spontaneous emission noise within the network, decreasing its robustness.

Although biological neurons also have a continuously varying state variable (voltage) during an action potential, the actual response is thresholded by voltage-gated reversal potentials that only induce neurotransmitter release between cells during a spike. It is unclear if the semispiking signals emitted by these other lasers could be processed effectively by subsequent units in a network. These lasers would probably require an optical thresholder such as [58] or a nonlinear OEO (optical–electrical–optical) connection in addition to the units already proposed to work effectively.

The neuron model described here avoids many previous issues by combining an excitable approach with some of the ideas of the feedforward model. The integration of a laser gain section—which is dynamically analogous to an SOA—and a saturable absorber, which is essentially a feedback version of the thresholder used in the fiber model, leads to many desirable properties and a close analogy with biology, including the formation of highly stereotyped and well-defined optical spikes.

VI. Conclusion

In summary, we have proposed and simulated a novel optical signal processing device that is capable of implementing cortical-inspired algorithms. We have shown that, unlike previous models, our device can effectively perform cognitive algorithms at ultrafast time scales. This model is demonstrably analogous to an LIF neuron, and networks of such devices are stable, robust to noise, and can recognize patterns.

Spike processing algorithms are well understood in a number of important biological sensory processing systems and are finding growing use in signal processing applications [27]. The combination of these physiological principles with engineering not only helps in studying biological neural circuits [59], but the pairing of computational technology with underlying physics could achieve new domains of application and study.

Ultrafast optical STDP, one of the most important algorithms for spike-based learning, has recently been demonstrated experimentally [56]. All the components used in this experiment—including the Mach–Zehnder configuration, the EAM, and the SOA—can be fabricated with a small footprint in planar photonics. Integrating this together with LIF excitable neurons on a single chip could lead to systems that emulate a well-established paradigm for adaptive computing on a scalable platform. These compact, adaptive, and unconventional processing systems would operate on unprecedented time scales. Large networks could potentially be constructed as liquid state machines for optical reservoir computing [60] to aid in the study of biology or open up new ultrafast environments such as the RF spectrum for neuromorphic experimentation.
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